Memory corticalization triggered by REM sleep: mechanisms of cellular and systems consolidation
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Abstract

Once viewed as a passive physiological state, sleep is a heterogeneous and complex sequence of brain states with essential effects on synaptic plasticity and neuronal functioning. Rapid-eye-movement (REM) sleep has been shown to promote calcium-dependent plasticity in principal neurons of the cerebral cortex, both during memory consolidation in adults and during post-natal development. This article reviews the plasticity mechanisms triggered by REM sleep, with a focus on the emerging role of kinases and immediate-early genes for the progressive corticalization of hippocampus-dependent memories. The body of evidence suggests that memory corticalization triggered by REM sleep is a systemic phenomenon with cellular and molecular causes.
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Introduction

Remembering is indispensable to all living animals. Memory formation is the biological transformation through which sensory, motor and cognitive experiences are encoded in the brain for future use. The long-term retrieval of stored information is only possible after memory consolidation, which is how memory traces stabilize over time. Memory corticalization is a hallmark of consolidation and can be operationally defined as the physiological process governing the progressive engagement of neocortical structures in the retrieval of memories acquired through experience. This phenomenon is reflected in electrophysiological, biochemical and gene regulatory changes that, altogether, allow the maturation of an observable memory trace into long-lasting neural representations, recognized in behavior as long-term memory (LTM) [1–5]. As recently acquired memories undergo long-term storage [3, 4, 6, 7], memories encoded by the hippocampus (HPC) are stabilized into neocortical regions, where cortico-cortical connections are slowly established and strengthened [8–10]. As a consequence, memory corticalization can support successful memory retrieval, can promote reconsolidation, or can prompt forgetting [11–14].

The standard systems consolidation model posits that declarative memories in humans, as well as spatial memories and certain kinds of conditioning in rodents, are dependent on the HPC for their acquisition, but become gradually independent from it over time [3, 8, 10, 15], as demonstrated by several studies of bilateral hippocampal lesions (Fig. 1a) [16]. Some recent optogenetic evidence detailing the circuitry responsible for fear memory retrieval is also consistent with the divergent model, the multiple trace theory [17, 18], which argues against the progressive HPC independence [11, 19]. Despite this contention (i.e., the hippocampal role in long-term memory), both theories agree about the increasing role of the neocortex in memory retrieval (i.e., corticalization). The quality of retrieval may be impaired in the conditions produced by several HPC interventions, as argued by multiple trace theory [11, 19]. However, most of the experimental approaches demonstrate successful retrieval related to increased neocortical involvement and decreased HPC engagement over time.

For instance, rabbits subjected to trace eyeblink conditioning followed by bilateral hippocampal lesions 24 h after training showed significant memory impairment when retested. However, no memory deficit was observed when hippocampal lesions were made 30 days after training [20]. In rats subjected to the inhibitory avoidance task,
memory formation in the HPC corresponds to a sequence of biochemical events that involve the successive activation of glutamate receptors and protein kinases, followed by changes in glutamate receptor subunits and immediate early gene (IEG) expression [21]. Retrieval a few days after training requires intact hippocampi and amygdalae, as well as entorhinal and parietal cortices. After 30 days, just the two latter are needed, and after 60 days only the parietal cortex is essential for retrieval. Altogether the data support the notion that long-term storage requires activity-dependent modifications of extra-hippocampal networks [21]. Socially acquired food preference in rats is also sensitive to post-training hippocampal lesions, with memory impairment for lesions performed 1–2 days after training, but not for lesions performed at longer intervals [22].
In agreement with these results, mice trained in a spatial discrimination task and subjected to functional brain imaging with \(^{(14)C}2\)-deoxyglucose during retesting showed hippocampal disengagement and neocortical engagement 25 days after training, in comparison with an opposite trend 5 days after training (Fig. 1b) [23]. In humans’ functional magnetic resonance imaging (fMRI), the HPC and the posterior parietal cortex showed increased activity and interconnectivity during early encoding of a spatial memory, followed by gradual dissociation across repeated training sessions, i.e., decreased HPC and increased posterior parietal cortical activity [24]. Additionally, humans trained in a faces remote memory test, and subjected to fMRI when retested, showed temporally graded changes in the medial temporal lobe (MTL), with hippocampal disengagement after a few years, but involvement of the entorhinal cortex for up to 20 years post-training [25]. In conclusion, human and rodent studies suggest a progressive relocation of information representation within brain structures. But, what are the mechanisms underlying the corticalization of memory traces? In the past 20 years, several lines of evidence indicate that sleep is directly involved in the HPC-guided maturation of memory traces in extra-hippocampal sites. Sleep comprises two main stages, rapid-eye-movement (REM) sleep (a.k.a. paradoxical sleep) and non-REM (NREM) sleep. In the present article we will review the main tenets of sleep-dependent memory corticalization, with emphasis on: (1) memory corticalization after contextual fear conditioning, (2) the role of post-learning REM sleep windows for LTM corticalization, (3) sleep-dependent cortical plasticity during development, (4) selective pruning and maintenance of cortical dendritic spines by post-training sleep, (5) the role of the HPC in the coordination of cortical reactivation, and (6) how sleep-dependent gene expression can contribute to the gradual hippocampofugal stabilization of mnemonic traces.

**Memory corticalization after contextual fear conditioning**

The experimental paradigm of contextual fear conditioning (CFC) offers one of the best-documented examples of memory corticalization over time. CFC is a behavioral paradigm defined as the association between a context (neutral stimulus) and an aversive stimulus (usually foot-shock) [26]. The standard protocol involves the placement of experimental animals in a specific context (usually an inescapable box) with multiple sensory cues (odor, visual, tactile and auditory) in which they receive one or multiple foot-shocks through a metal floor. During testing, animals are placed back in the context after different time delays to evaluate if the exposure to the previously neutral stimulus is sufficient to elicit the behavior related to the aversive stimulus (usually freezing). The percentage of time spent in freezing (complete immobility except for breathing movements) is understood as a measure of memory retrieval, i.e., animals are expressing a behavior indicating that they “remember” in which context the aversive stimulus was given [27].

In the temporal domain, this proxy of memory can be classified as recent or remote LTM. Since the HPC was shown to be necessary for the retrieval of memories during the first ~ 1–2 weeks after training (Fig. 1a) [16], we will refer to recent LTM in this review as those tested from 1 to 5 days after training (in which the HPC is still a protagonist), whereas remote LTM will comprise those assessed 7 days or more after training (in which memory retrieval do not need an intact HPC) [7, 10].

In this respect, the first week after training seems uniquely suited to investigate corticalization, and some findings corroborate toward this idea. For instance, the activation of the N-methyl-D-aspartate receptor (NMDAr) in the CA1 region during the first week after training is required for long-term potentiation (LTP) expression and LTM consolidation [28]. LTP and long-term depression (LTD) are supposed to be markers of structural plasticity and memory trace changing [29]. LTP was extensively studied in the HPC through its induction by electrical stimulation [30]. Direct evidence that LTP and LTD represent memory trace changing related to retrieval is scarce. However, it was shown that LTP is also induced in the HPC by spatial learning in vivo [31]. Additionally, infusion in the HPC of an inhibitor of protein kinase mzeta (PKMζ), which is selectively related to LTP maintenance, but not formation [32], hinders the persistence of LTD and spatial memory [33]. Moreover, LTD and LTD seem to induce the same processes in other regions [34]. For instance, learning also induces LTD in the cortex [35], and LTD-like mechanisms modulate learning when triggered in the cortex [36] or amygdala [37].

Although some exceptions may exist [38], LTP and LTD are usually induced by NMDAr activation [39, 40]. This activation may elicit different types of LTP [39], but the maintenance of potentiation through stable synaptic changes requires gene expression and protein synthesis [39, 41–43]. Despite some controversy regarding the consolidation/reconsolidation model and its dependence on gene expression and protein synthesis due to technological and experimental limitations [44–49], there is compelling evidence that gene expression and protein synthesis represent the best alternative to explain how experience induces structural changes related to remembering and memory updating in the long-term [44, 45, 49].

The Ca\(^{2+}\)/calmodulin-dependent protein kinase II (CaMKII), a kinase that has been related to LTP, synaptic plasticity and memory consolidation, is a main actor in the downstream pathway of the NMDAr activation [50, 51]. Although other molecular actors may be also involved...
37 days later [51]. Following this reasoning, they also study, Restivo and collaborators demonstrated an increased LTM (1–3 days after training) (Fig. 1c) [56]. In a follow-up, the recovery of remote LTM (18–36 days), but not recent For instance, the ACC has been shown to be important for the role played by the HPC for recent memories [10]. play a role in the encoding of remote memories, analogous to what has been described in the ACC after CFC. In another study, Vetere and collaborators [70] used a viral vector-based strategy to activate the transcription of the MEF-2 gene (myocyte enhancer factor 2)—a negative regulator of synaptogenesis in vitro [71] and in vivo [72]—to inhibit dendritic modifications in ACC neurons within layers II/III resulting from CFC. The highest levels of dendritic modification in ACC neurons occurred in the window between 1 and 8 days after CFC, which was compatible with the time window of robust MEF-2 upregulation following viral vector micro-infusions into the ACC (up to ~ 7 days). Animals injected with the viral vector at 24-h post-conditioning showed a decreased formation of new dendritic spines in ACC neurons, as well as deficits in remote memory retrieval, 7 or 48 days after infusion. These morphological and behavioral changes were absent in animals injected with the viral vector 42 days after conditioning.

Together, these data suggest the existence of a window of opportunity for HPC-dependent memory corticalization, in which the activity of hippocampal neurons can transiently affect the anatomical structure of cortical neurons.

**Extra-hippocampal tagging at the time of encoding**

This set of results obtained with CFC was replicated and advanced using the social transmission of food preference (STFP) test in rats [73]. The paradigm involves a natural, non-spatial learning task, in which the performance has been shown to depend on the HPC [74]. The expression of the memory trace decreases in the HPC as it increases the recruiting of the orbitofrontal cortex (OFC) [73], similarly to what has been described in the ACC after CFC. In addition to corroborating the previous findings that remote LTM requires hippocampal activity early after training (1–2 weeks), and that this is related to early synaptogenesis in prefrontal cortical areas, this study revealed that information-specific networks in the prefrontal cortex were tagged at the time of initial encoding and maturated thereafter through an AMPA- and NMDAr-dependent process which involves histone-tail acetylation through the MAPK/ERK pathway; a cascade of events necessary for the expression of synaptogenesis and the remote memory 30 days after training [73]. This supports the notion that neural signaling at specific
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Such early cortical tagging seems to also occur in the mPFC during CFC. Contrary to the classical finding of complete anterograde and limited retrograde amnesia after extensive medial temporal lobe resection in humans [15], rodents trained after dorsal or complete bilateral HPC lesions can express recent (24 h after training) contextual fear memory [76]. Freezing response was positively correlated with the duration of context exploration before the shock and with the number of applied shocks (one or three 1.5 mA shocks with 2-s duration) during training [76], suggesting the existence of two learning mechanisms, one dependent on the HPC and the other not. Later, it was proposed that this phenomenon depends on a network comprising the PL and IL sub-regions of mPFC, with special involvement of PL neurons projecting to the amygdala [77]. However, the evidence that this HPC-independent fear learning monotonically fades out within 30 days, compared to a stable retrieval in HPC intact animals tested 1, 3, 10, and 30 days after training (Fig. 1d) [78], suggests that, although not necessary for memory formation in specific conditions, hippocampal inputs to neocortical networks are required for memory consolidation and maintenance.

Recently, Kitamura and collaborators corroborated these results by showing that inputs from the basolateral amygdala (BLA) and the medial entorhinal cortex (MEC), the main gateway between the HPC and the neocortex [79], are necessary during conditioning to tag memory traces in the mPFC, whose maturation over days to weeks requires hippocampal activity [18]. The study used retrograde and anterograde tracing, optogenetics, confocal imaging of dendritic spines, calcium imaging and activity-dependent cell-labeling to provide robust evidence for the specificity of the projections and cells involved in the cellular and network consolidation of CFC over time (Fig. 1e).

These results are in line with the hypothesis that hippocampal guidance is required for the activity-dependent maturation of cortico-cortical connections involved in the consolidation of memory traces. Additionally, they suggest that prefrontal regions may act as network hubs that organize the expression of remote LTM [10]. Importantly, the consolidation of CFC involves other brain regions in addition to the HPC and the neocortex, such as the amygdala [80]. For instance, the selective ablation of neurons overexpressing CREB in the amygdala disrupts fear memory [81]. Furthermore, synaptic potentiation of the cortico-amygdala pathway is restricted to those neurons recruited during the training and expression of CFC [82]. The reactivation during memory retrieval of amygdala neurons activated at the time of encoding in a classical CFC task suggests that tagging also occurs in the amygdala [83]. Moreover, the same cell ensemble is recruited for recent or remote recall, but with a switch from the HPC-amygdala to the PFC-amygdala recall circuit [18].

A role for REM sleep in memory corticalization

It has long been known that declarative memory consolidation in humans is benefited by sleep [84–90]. In addition to the decrease in sensory inputs during sleep, which produce less information interference for previously encoded memory traces, sleep-dependent memory facilitation relies on brain activity that occurs specifically during the various quiescent state comprised by sleep. Since sleep can be divided into two main stages, REM and NREM sleep (which includes slow wave sleep, SWS), one may ask which sleep state better contributes to memory consolidation. The psychological evidence indicates that both NREM and REM sleep contribute to learning and memory [91], with a prevalence of NREM for declarative memories [92–94] and REM for procedural and emotional memories [95–98]—but see disagreements [99].

Based on very different experimental designs, several theories of how sleep-dependent mechanisms affect memory processing have been proposed to date. For instance, the reactivation of hippocampal place cells during SWS that follows spatial experience [100–103] could in principle trigger synaptic plasticity in cortical target structures, as hypothesized early on [104–106]. According to this basic notion of the role of sleep in memory processing, the rehearsal of specific patterns of neuronal activation during SWS would directly strengthen the synapses activated during waking, at the time of memory encoding [107, 108]. Also concerned exclusively with SWS, the synaptic homeostasis hypothesis (SHY) proposes that this sleep state promotes the elimination of weak synapses, producing a rescaling of memory traces that strengthens memories not in absolute terms, but only relatively [109]. In contrast, the sequential hypothesis proposes that while SWS weakens the ecologically irrelevant or competing memory traces, eliminating the non-adaptive ones, subsequent REM sleep actually strengthens the relevant, adaptive memory traces [110]. In partial agreement, the synaptic embossing theory proposes that the reactivation of cell assemblies during SWS is followed by synaptic upscaling and downscaling in complementary networks during REM sleep, affecting, respectively the synapses tagged or untagged by waking experience [13, 111–114]. Finally, the active systems consolidation theory proposes that system consolidation takes place during NREM rather than REM sleep, which would work passively providing the molecular milieu necessary for synaptic consolidation [89, 115]. This theory is mostly based on human studies from the same
group [87, 92]. There is also some empirical support for this notion in animal models: An investigation of somatosensory evoked potentials showed a boosting effect associated with SWS and dependent on the joint activation of AMPA and NMDA receptors [116].

Although these theories are not all mutually compatible, they may just reflect different aspects of the same phenomenon. Are sleep-specific neural oscillations, neuronal activity and molecular mechanisms related to the molecular and cellular changes underlying memory processing and, more specifically, memory corticalization (Fig. 1e). Behavioral states in which subjects are not engaged in relevant experience (or “off-line” states), like waking immobility/rest (a.k.a., quiet waking) or NREM sleep, are characterized by large irregular activity in both HPC and neocortex. Unlike active waking or REM sleep, these states share an increased prevalence of low-frequency oscillations, and hippocampocortical sharp-wave ripple (SWR) events [117, 118]. On the other hand, thalamo-cortical spindles have been exclusively described during NREM sleep, a sleep state in which cortical neurons displaying classical inhibitory firing patterns (fast-rhythmic-bursting and fast-spiking) show decreased activity compared to waking [119]. During REM sleep, fast-spiking neurons are more active than during waking, whereas fast-rhythmic-bursting neurons are less active than during NREM [119]. Neurons exhibiting a regular-spiking firing pattern are usually excitatory and show less variation across sleep states, with a trend of gradual increase across the waking → NREM → REM sequence [119].

Sorting neuronal types (excitatory pyramidal × inhibitory interneurons) using only firing patterns by intracellular recordings may lead to misclassification [120–123]. Likewise, differentiating these modes of activity using extracellularly recorded action potentials or imaging techniques (voltage sensitive dyes or calcium indicators) is challenging [124, 125]. Notwithstanding, single wire, tetrode and silicon probe recordings all suggest that SWS has the lowest mean firing rate among vigilant states, both in the HPC [126, 127] and neocortex [128, 129], while the discharge rate in both regions is increased during REM sleep episodes [126, 127, 129, 130]. REM sleep also shows minimal firing synchrony among hippocampal neurons [126, 127].

However, recent studies using optical imaging suggests the discharge rate increment during REM sleep is restricted to inhibitory (parvalbumin-positive—PV+) neurons [131], which most probably correspond to the fast-spiking neurons previously detected through intracellular recordings [119]. Interestingly, only the subset of putative pyramidal cells or PV+ cells most active during waking displayed sustained or increased activity from SWS to REM, respectively [131]. These results suggest that the long held notion that REM sleep is an active state was due to the biased extracellular detection of a subset of extremely active neurons, especially inhibitory PV+ neurons. Nevertheless, the function of this inhibitory drive during REM sleep remains to be determined. One possibility is that it is required for the massive synaptic pruning elicited by REM sleep [114].

Yet, the assessment of neuronal activity across different sleep states reveals a glimpse of the different effects of NREM and REM sleep on neuronal excitability. The classical view argues that NREM sleep triggers a homeostatic process leading to net synaptic downscaling and decreases neuronal activity [128, 132]. However, in the cerebral cortex, neuronal activity is decreased after a REM sleep episode, with a stronger effect on those with low firing rates, while an episode of NREM sleep only significantly reduces the activity of neurons displaying high firing rates [130]. In the HPC, a detailed analysis of the effects of sleep states on neuronal excitability showed that putative pyramidal and inhibitory neurons gradually increase their firing rates across NREM sleep episodes. During REM sleep episodes, both neuronal types exhibit a rapid and pronounced activity reduction. The decreased firing rate and the increased synchrony measured during NREM episodes with an interleaved REM episode are correlated with theta power during the interleaved REM episode [126]. Altogether, these results corroborate the notion that REM sleep plays an important and previously ignored role in the modulation of neuronal activity in the HPC and cortex.

With regard to the mnemonic function during “off-line” states, a large body of evidence corroborates to the notion that they promote the reactivation of previous waking experiences [101–103, 133–136] during hippocampal SWR [137] and cortical up-states [138], which coincide with thalamocortical spindles and cortical unit activity in the mPFC during NREM sleep [118]. Also, it has recently been shown that the HPC-amygdala system is reactivated during SWR after an aversive task [139]. This coordinated activity represents a privileged window for hippocampal communication with dispersed regions relevant for memory consolidation [118, 139–145], or even for a top–down neuronal coordination between cortical regions, with relevant implications to perceptual memory consolidation [146]. This notion is supported by the fact that spatial learning can be improved by artificially increasing the coordination of NREM sleep electrophysiological markers between the HPC and the mPFC [147]. Moreover, cued and electrical stimulation during NREM sleep can enhance memory [87, 92, 148, 149]. Additionally, rewarding stimulation triggered by place cell activity firing mostly during SWR events can promote specific place field-directed behavior [150]. Importantly, the selective disruption of SWR, both during sleep [142] and rest [151], and abnormal hippocampal sharp wave-cortical spindle coupling [152] impairs spatial memory.

Memory reactivation during SWS has been proposed to serve as the first step to activity-dependent memory
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consolidation [153, 154], but at present it is unclear how it relates to protein synthesis able to stabilize long-lasting memory traces [58, 155, 156]. Indeed, studies of gene expression during sleep have demonstrated that REM sleep, not SWS, triggers the calcium-dependent phosphorylation events and transcriptional upregulation of gene expression related to LTP and LTD and, ultimately, to synaptic remodeling [157–165]. Importantly, these effects are experience-dependent, i.e., only occur in animals/brain regions affected by novel experience during waking.

The search for the mechanisms underlying the corticalization of memory traces was significantly advanced by research on experience-dependent IEG expression across the sleep–wake cycle. This thread began with the discovery that the mRNA levels of Zif-268 (a.k.a. Egr1) can be either down- or up-regulated in the brain during REM sleep, depending on the absence or presence, respectively, of novel experience before sleep [157]. The Zif-268 gene encodes a transcription factor with a major role in long-term learning [41], and its transcription is induced by postsynaptic calcium influx via NMDAr and activation of the MAPK/ERK/CREB pathway [42]. The transcription factor Zif-268 binds promoter regions of hundreds of genes, and leads to the transcriptional upregulation of synapsins I and II, for instance [43]. The gene Arc, which encodes an effector protein directly related to the remodeling of dendritic spines [166], and other IEG involved in learning, such as Fos, CREB and phosphatases Ppp2ca and Ppp2r2d [41, 167–172], are also transcriptionally upregulated by REM sleep [159, 161, 165]. Importantly, similar experience-dependent activation was observed for calcium-dependent kinases upstream of IEG regulation [127, 159].

The discovery of experience-dependent IEG transcriptional upregulation in the neocortex and HPC during REM sleep prompted a follow-up study in which novel object exploration was replaced by the induction of LTP in the hippocampal dentate gyrus of freely behaving animals, using high-frequency electrical stimulation of the perforant path (Fig. 2a) [158]. This experimental design substantially narrowed the anatomical entry of novel synaptic changes, producing an initial upregulation of Zif-268 mRNA levels exclusively in the dentate gyrus. Overall, the results revealed a series of 3 spatiotemporally separate waves of Zif-268 upregulation after LTP induction. The first wave began locally at the dentate gyrus 30 min after LTP induction, and after 3 h of waking, it reached proximal sites such as the hippocampal CA1 and CA3 fields, the laterodorsal nucleus of the amygdala and the auditory cortex (Fig. 2a). This wave was terminated by the first SWS episode after LTP induction. A second wave began during the first REM sleep episode after LTP in the entorhinal and auditory cortices, and in the laterodorsal nucleus of the amygdala. This wave propagated in the next 3 h of waking to distal brain regions, such as the primary somatosensory and motor cortices. The second wave was terminated by the following (second) SWS episode, and then a third wave began in all these extra-hippocampal regions during the ensuing REM sleep episode (Fig. 2a). Presumably, this third wave would end during a subsequent SWS episode, but this was not assessed in the study and remains to be determined. Importantly, the pharmacological inactivation of the HPC during REM sleep using a sodium channel blocker considerably decreased the transcriptional upregulation of Zif-268 in the neocortex and amygdala, which suggests that extra-hippocampal Zif-268 expression during REM sleep is subjected to hippocampal control [158].

To investigate whether late post-experience REM sleep also correlates with IEG expression corticalization after more naturalistic training, rats were subjected to novel object exploration and then allowed to sleep freely for 4 h (Fig. 2b, top left), which corresponded in average to 28 full sleep–wake cycles. The results showed that REM sleep promotes the transcriptional upregulation of Zif-268 and Arc mRNA in the supragranular and infragranular layers of the neocortex, but not in the HPC (Fig. 2b), which suggests that REM sleep naturally produces hippocampofugal plasticity waves [161].

Importantly, Arc expression was proportional to the power of neural oscillations in the frequency range of cortical spindles (10–14 Hz). Neuronal firing rates during REM sleep showed robust temporal dependence across brain regions: while changes in cortical firing rates during object exploration predicted hippocampal firing rates during REM sleep in the first hour post-experience, changes in hippocampal firing rates during object exploration predicted cortical firing rates during REM sleep in the third hour post-experience. Along with other lines of evidence [157, 158, 165, 173], this corroborates the hypothesis that REM sleep is important for the stabilization of memory traces within cortico-cortical connections, specially in supragranular and infragranular layers [65].

More recently, these results were extended to the IEG Fos and two major phosphatases related to LTD [174, 175], Ppp2ca and Ppp2r2d (Fig. 2c) [165]. This result offers direct support to the notion that sleep-dependent memory processing is a complex, multifaceted process comprising both synaptic potentiation and synaptic depression, as proposed by the Synaptic Embossing Theory. Altogether, the results show that when the interval between novel stimulation and sleep was of 1 h, REM-dependent IEG reinduction occurred only in the HPC [165]. When this interval was around 2 h, the phenomenon occurred in both the HPC and the neocortex [157]. At 3–4 h intervals, the sites of IEG reinduction were restricted to the experience-related neocortical regions (Fig. 2d) [158, 161].
A sleep-dependent window for remote LTM consolidation?

A different set of learning and memory studies, albeit unconcerned with the effects of sleep on IEG expression, corroborate the observation of multiple waves of IEG expression after learning (Fig. 3a). After inhibitory avoidance training, Katche and collaborators reported two waves of Zif-268 expression in the HPC at 3 h and 12–24 h (Fig. 3a) [170]. The inhibition of Zif-268 expression with antisense RNA during the 12–24 h window led to the selective impairment of remote LTM tested after 7 days, in comparison to recent LTM tested at a 24-h interval (Fig. 3d) [170]. Arc showed similar results, with two waves of expression in the HPC peaking at 2 and 12 h after CFC (Fig. 3a). The first wave occurred in the three main nodes of the hippocampal tri-synaptic pathway (DG, CA3, and CA1), while the second wave only appeared in CA1 [171]. Importantly, this late Arc expression was restricted to the cells activated during learning, and it was dependent on the Brain-Derived Neurotrophic Factor (BDNF), whose levels 12 h after fear conditioning have been implicated in LTM persistence and late Zif-268 expression.
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expression (Fig. 3a, b) [176]. The selective inhibition of the late Arc wave with antisense spared recent memories, but impaired the retrieval of remote memories, as well as the remodeling of dendritic spines and the reactivation of the neuronal ensembles activated during training (Fig. 3c) [171]. Importantly, inhibition of neuronal activity and protein synthesis in the mPFC 12 h after fear learning has been shown to impair remote LTM assessed 7 days, but not recent LTM tested 2 days after training (modified from [176]). c Top left: experimental protocol. Bottom left: the same pattern as in b is seen if Arc antisense is applied in the HPC of mice 7 h after CFC. Right: dendritic spines from the HPC of mice sacrificed 7 days after CFC. Note that the inhibition of Arc elevated expression 12 h after CFC by antisense impairs the experience-dependent dendritic spine pruning (modified from [171]).

A first indication is that the inhibition of the elevated c-fos expression 12 h after training within the retrosplenial cortex (RSC) also selectively impairs the remote (7 days), but not recent memory tested 2 days after training (modified from [176]). b BDNF antisense applied bilaterally in the HPC of rats 10 h after IA training hinders the expression of remote (7 days), but not recent memory tested 2 days after training (modified from [176]). BDNF expression inhibition by anti-BDNF antibody precludes c-fos, Arc, and Zif-268 expressions (modified from [170, 171, 176]). d In the downstream pathway of the BDNF elevated expression, Zif-268 expression in the rat HPC 12 h after training is also selectively required for the remote memory retrieval 7 days after CFC, as shown by antisense application 8 h after training. (modified from [170]).

A first indication is that the inhibition of the elevated c-fos expression 12 h after training within the retrosplenial cortex (RSC) also selectively impairs the remote (7 days), but not the recent (2 days) LTM [179]. The RSC has been linked to memory formation [180], recent or remote retrieval [180, 181] and consolidation [182–184]. Moreover, the remote LTM impairment caused by protein synthesis inhibition in dorsal CA1 12 h after training in the inhibitory avoidance task can be rescued by dopaminergic stimulation in the RSC, and vice versa [179]. Additionally, the inhibition of the training-induced c-fos expression in the RSC 12 h after training hinders the c-fos expression within both dorsal CA1 and RSC for animals killed 24 h after training, and the inhibition of c-fos expression within dorsal CA1 produces
the same effect, indicating an interplay between both regions 12 h after training [179]. Fos cell-labeling showed that, besides being strongly active during waking, the RSC is also activated during REM sleep hypersomnia [185]. We recently showed that ~70% of RSC neurons are more active during REM sleep than any other behavioral state; and that these neurons, along with RSC high-frequency oscillations (40–160 Hz) amplitude are coupled with the HPC theta rhythm during REM sleep, but not during active wake [129]. Although additional experiments are still ongoing, this evidence corroborates the idea that the HPC-RSC interplay 12 h after training required for LTM persistence probably take place during REM sleep.

Likewise, an earlier group of studies of the active (shuttle) avoidance task showed post-training REM sleep increases that lasted up to 7 days after training [186, 187]. This coincides with the temporal window of accelerated spine formation and maturation in the mPFC circuit, which is required for the expression of remote LTM for CFC [18, 70]. Most interesting, there are specific windows of REM sleep increase after learning [186, 187], and selective REM sleep deprivation between 9 and 12 h impairs learning [188], although total sleep deprivation within the first 3–5 h has also been reported to hinder memory formation [189, 190]. Of note, Ravassard and collaborators reported that REM sleep amounts within the 4 h time-window after training regulates LTP, the abundance of hippocampal neurons rich in Zif-268 protein, and contextual memory expression [172]. Specifically, less REM sleep decreases these features, and more REM sleep increases them.

It has also been shown that injection of a dopaminergic antagonist immediately after training in the hippocampal-dependent Novelty Preference Task selectively reduced REM sleep amount, impaired performance and down-regulated the protein levels of phosphorylated CaMKII, Zif-268, and BDNF in the HPC at specific time windows after training [191]. The anti-dopaminergic treatment down-regulated BDNF expression specifically 12 h after training [191]; in agreement with the 12 h peak of BDNF expression in the HPC related to the long-term persistence of aversive memories (Fig. 3a, b) [176].

It is possible that the interval 12 h after experience is simply one of multiple post-learning offline windows characterized by waves of enhanced plasticity, as suggested by studies from our group (Fig. 2) [157, 158, 161, 165].

In addition, the 12-h interval between training and plasticity windows may be particularly related to the physiology of learning. Since relevant experiences can only occur during waking periods, animals expressing a 12:12 h light–dark circadian rhythmicity are probably sleeping 12 h after a major learning event [192]. In other words, the 12-h time window seems especially suited for sleep-dependent memory consolidation.

Furthermore, circadian rhythmicity is a well-conserved biological feature spanning all phylogeny and has been implicated in memory formation, persistence and synaptic plasticity [193–195]. Cortical spine remodeling is, in fact, different between the dark sleep-poor and the light sleep-rich circadian periods [196]. Direct evidence has linked dendritic spine formation after motor learning with glucocorticoid variation across the circadian cycle in mice [197]. This study shows that low levels of endogenous corticosterone during the inactive phase (lights on), when mice are probably sleeping, are required for the preservation of dendritic spines formed after training, thus enabling performance improvement. This corticosterone decrease occurs 12 h after a corticosterone peak when training-dependent spine formation also peaks [197]. However, sleep was not controlled in this study and thus the additive effect of sleep along with glucocorticoids cannot be ruled out.

Selective pruning and maintenance of synapses by post-training REM sleep

Since synaptic plasticity is one of the key features of memory formation and consolidation [64], a key debate in the field concerns whether sleep inevitably promotes synaptic downscaling, as proposed by SHY [109, 198] or rather an experience-dependent mix of synaptic downscaling and upscaling, as proposed by the sequential hypothesis and the synaptic embossing theory [110, 111, 113, 199].

This debate began to be resolved empirically in recent years with the application of new technologies involving electron and two-photon microscopy and genetic manipulation to assess synaptic features in different conditions [200, 201]. While the so-called serial block-face scanning electron microscopy (SBEM) is more prone to evaluate the detailed synaptic morphology of brain slices in 3D [200], transcranial two-photon imaging can survey the dynamic of dendritic spines in vivo across long periods of time [201]. A static SBEM study comparing different groups of animals reported a net effect of total sleep (NREM + REM) in decreasing synaptic strength in primary motor and somatosensory cortices of mice that had explored novel objects (Fig. 4a) [202]. Reduction in axon–spine interface area was selective for small synapses, those that lacked endosomes, and those in spiny dendritic branches [202]. Overall, this study supported SHY by showing a sleep-dependent rescaling with a net decrease in synaptic strength, selective to recently formed small spines [109].

The contribution of NREM and REM sleep was not dissociated in this study, although SHY argues that NREM is a candidate protagonist. SHY hypothesizes the molecular milieu and the electrophysiological features of NREM sleep (slow wave activity, neuronal reactivation, SWR, spindles,
etc.) would lead to activity-dependent down-selection [109, 203]. However, opposing theories argue that the same features support experience-dependent upscaling during sleep [108]. In fact both processes seem to be possible, since it was shown that HPC neuronal activity within SWR is related to LTD in circuits not related to a newly acquired memory [204], while specific synapses related to relevant new information undergo LTP [205].

SHY argues that synaptic upscaling would take place preferentially during waking periods, while activity-dependent down-selection during SWS would lead to the renormalization of synaptic weights [132]. In this context, sleep would favor global downscaling, with the pruning of weak synapses and comparatively less depression of stronger synapses [109]. Computation simulations showed that such a model would increase signal-to-noise ratio and could in principle promote memory consolidation, gist extraction, and the integration of new information among consolidated ones, while upscaling during sleep would be detrimental to these functions [206, 207]. More recently, the proponents

---

**Fig. 4 Sleep and cortical plasticity.**

- **a** Distribution of axon–spine interface (ASI) sizes in layer II of primary motor (M1) and primary somatosensory (S1) cortices of mice in 3 different conditions: killed after SW, spontaneous wake at night; EW, enforced wake during the day through the exposure to novel objects or S, ad libitum sleep during the day. Results display a significant net reduction in ASI sizes after sleep (S) compared to the other groups [202].
- **b** Top left: transcranial two-photon imaging to track motor cortex layer V pyramidal neuron apical dendritic spines from head-restrained wake transgenic mice before and after running in a rotarod paradigm. Top right and middle left: sleep deprivation during ~7 h immediately after motor training significantly attenuates the training-induced motor cortex spine formation. F-forward running, SD sleep deprivation, S sleep, Cort. corticosterone injection. Bottom: two-photon calcium imaging of animals expressing GCaMP6 reveals a NREM sleep-related reactivation of cells activated during motor training. Middle right: injection of the NMDAr blocker MK801, as well as a different learning (B backward running) reduces the rate of training-induced spine formation in the motor cortex (modified from [208]).
- **c** Using the same two-photon imaging protocol of head-restrained mice as in b, the authors reported that the majority of the new spines formed in the motor cortex during the first 8 h after motor training are eliminated within the next 8 h, as opposed to the majority (~70%) of the persistent new spines which increase in size. Both processes were impaired by selective REM sleep deprivation within this late 8 h-time window.
- **d** Selective MK801 pulse injection into the motor cortex at the beginning of REM sleep episodes impaired the elimination of training-induced new spines and the size increment of persistent new spines. (c and d modified from [114])
of SHY argued that some downscaling may happen during waking, and some upscaling may happen during sleep, but these phenomena would be exceptional and irrelevant for memory consolidation [109].

However, quite different conclusions were reached with the use of two-photon microscopy to address the same problem dynamically, by imaging individual synapses over time, as mice learned tasks and were selectively deprived of specific sleep states [114]. The researchers used mice genetically engineered to express a fluorescent protein that labels cell membranes, which were imaged trans-cranially through a delicate thinning of the skull [201]. This method allows individual dendritic spines to be tracked with exquisite detail over time, and its application to the sleep and memory field provided unprecedented direct insights regarding the theoretical controversy in the field.

For instance, in mice subjected to 7 h of total sleep deprivation immediately after motor training, the number of new spines drops dramatically in the dendrites of layer V pyramidal cells in the motor cortex (Fig. 4b, top and middle left) [208]. The sleep-dependent formation of new synapses was shown to rely on neuronal reactivation and NMDAr activation during NREM sleep (Fig. 4b, bottom and middle right), but was insensitive to selective REM sleep deprivation [208].

It is worth considering that, in this study; the deprivation of REM sleep was incomplete, with ~ 21% of the REM sleep preserved. Interestingly, neuronal activity in the cortex during NREM sleep is stronger in the first hours after learning [161], and REM sleep rebounds after sleep deprivation lead to enhanced LTP and increased Zif-268 expression [162, 172]. Moreover, in the neocortex, a single minute of REM sleep is enough to renormalize the global firing rate increase produced by waking activity lasting several minutes [130]. Most methods for REM sleep deprivation are directly or indirectly based on the early detection and interruption of REM sleep, as was the case in this study. These procedures succeed in reducing the duration of REM episodes and the total time in REM sleep, but most often fail to reduce the number of REM sleep episodes [114]. It is thus possible that the marked NMDAr activation during NREM sleep, summed with brief entrances into REM sleep during short rebound episodes, may have circumvented the attempt to prevent the effects of REM sleep on the formation of dendritic spines during the initial consolidation period of motor learning.

In a follow-up study with a similar approach, Wen-biao Gan and his team carefully investigated the influence of different sleep states in a later phase of consolidation (> 8 h after motor learning) by assessing the persistence of dendritic spines [114]. It was found that REM sleep, but not NREM sleep, plays a key role in the pruning of newly formed spines after motor learning (Fig. 4c), facilitating subsequent spine formation after a different motor learning, which is related to improved performance. Moreover, REM sleep strengthens the majority (> 70%) of the persistent new spines formed after learning (Fig. 4c), facilitating their long-term survival [114].

Although pruning after motor learning task in the neocortex was restricted to REM sleep, structural plasticity in the hippocampus may depend on NREM sleep [204]. In this study, the authors showed that SWR complex decrease Schaffer-evoked fEPSP in CA1. The excitability reduction was restricted to those neurons that were not activated during the exploration of a new environment and it was accompanied by decreased spine volume as a function of time (or accumulated SWR events), mainly the ones with tiny and stubby morphologies [204]. The downscale of unspecific spines has been linked to Hebbian potentiation of specific excitatory synapses in the visual cortex [209]. Although sleep was not assessed in this last study, synapse remodeling was dependent on Arc-mediated plasticity. Interestingly, the REM-dependent pruning and strengthening of newly formed spines after learning was dependent on the activation of the NMDAr (Fig. 4d), increased calcium signaling specifically in the dendrites related to the mnemonic trace, and CaMKII activation, which in turn, can interact with Arc [210] (for a review see [211]).

These phenomena were observed both during development and adult learning [114]. Additionally, the time of training (8:00 or 20:00) did not modify the formation of dendritic spines [208], and was insensitive to corticosterone levels as well as the REM sleep-dependent late selective pruning/strengthening of dendritic spines [114, 208]. These results corroborate to the idea that synaptic remodeling was sleep-specific and not just a result of hormonal modulation or circadian rhythmicity.

A recent study detailed early activity-dependent dendritic spine remodeling in the visual cortex by pairing optogenetic stimulation to visual stimulation in vivo [209]. It was found that a small subset of spines underwent rapid and strong structural LTP (sLTP), followed by additional increases in amplitude in the following hours. Concurrently, nearby spines underwent rapid weak depotentiation (structural LTD—sLTD), followed by prominent depotentiation in the next few hours [209]. Interestingly, AMPA receptors redistribution mediated these effects via targeted expression of the IEG Arc after NMDAr-activation [209]. Since Arc expression is upregulated within previously excited cortical circuits during REM sleep in the first hours after experience (Fig. 2b) [161], this further suggests that REM sleep may be necessary for dendritic spine remodeling early after experience, and not only at longer time delays [114].

Although theta rhythm was not quantified in these studies, selective structural remodeling may rely on hippocampal theta oscillations, since numerous studies implicate theta oscillations with synaptic plasticity [212–216]. Additionally,
neocortical neurons and oscillations phase-lock to hippocampal theta rhythm during REM sleep [129, 217], and selective REM sleep theta disruption impairs spatial memory [218]. Altogether, the active monitoring of individual spines supports the notion that REM sleep is required for the early bidirectional spine remodeling and later selection of specific new cortical spines to undergo elimination, strengthening, and persistence related to previous experience.

We conclude that both upscaling and downscaling happen during waking and sleep [111, 113]. During waking, sensory inputs are conveyed to hippocampo-cortical circuits so as to induce massive synaptic upscaling as well as down-scaling. Sleep seems to be tuned to the refinement of these circuits through reactivation-dependent neuronal upscaling, followed by generalized synaptic downscaling plus selective upscaling. This goes against the notion that upscaling during sleep would be exceptional. Instead, the evidence argues in favor of a crucial role of REM sleep in the early remodeling of existing spines and selection of experience-related recently formed spines. Prior difficulties in finding evidence of experience-dependent upscaling of specific synapses during sleep are likely related to the fact that only ~0.04% of the new synapses formed in the neocortical region in relation to a specific training (for instance, motor cortex after motor learning) persist until the end of a mouse’s life [64].

**Sleep-dependent cortical plasticity during development**

The effort to elucidate sleep-dependent cortical plasticity involved not only adult animals undergoing learning and therefore synaptic plasticity in selected circuits, but also developing animals undergoing high levels of plasticity across multiple circuits [219]. Notwithstanding the major differences between these levels of analysis, there is a substantial amount of parallelism [114]. REM sleep amounts are specifically and dramatically elevated in humans and other mammals in the postnatal period [220–222], in parallel with elevated synaptic plasticity (Fig. 5a, left) [196, 219, 223]. Experimental monocular deprivation (MD) is a very common paradigm used to study plasticity in the visual cortex during critical periods of development [224, 225]. MD causes ocular dominance plasticity (ODP), which stands for the response shift of visual cortex cells in favor of the intact eye [225]. ODP is understood as a physiological process of cortical network response adaptation to naturalistic stimuli through a competitive Hebbian interaction, followed by non-Hebbian homeostatic plasticity to remodel the network [225–227].

Using this paradigm, Frank and collaborators showed that NREM sleep enhances ODP in the developing cat visual cortex after 6 h of MD [228]. Despite an increase in REM sleep amount, particularly in the first 2 h after MD, this study was not conclusive about the role of REM sleep in cortical plasticity during development.

Further studies showed that cortical activity is required for sleep-dependent plasticity after MD, since reversible inactivation of the primary visual cortex (V1) during sleep (REM and NREM) precluded ODP in a critical time window that could not be recovered by additional post-inactivation sleep [229, 230]. Also, multiunit activity [231] and firing rates of putative principal neurons in layers 2/3 [232] recorded from V1 during both NREM and REM sleep are elevated after MD and positively correlated with ocular dominance change. The mechanism governing this cortical activity-dependent synaptic plasticity during sleep is dependent on NMDAr and cAMP-dependent protein kinase (PKA), since their specific blockade during sleep impairs ODP [231]. Moreover, during post-MD sleep, there is an increase in the phosphorylation of CaMKII and extracellular signal-regulated kinase (ERK) [231], two LTP-related kinases in the downstream pathway of the NMDAr activation [233, 234].

ODP is positively correlated with NREM sleep amount [228] and with the spike-field coherence in V1, which was calculated using the discharge of principal neurons and delta (0.5–4 Hz) and spindle (7–14 Hz) oscillations [232]. More recently, REM sleep was shown to be required for proper ERK phosphorylation and ODP expression [235]. NMDAr-mediated activation of CaMKII comprise a necessary step for cortical ERK phosphorylation [236], and NMDAr and CaMKII activity in the cortex of adult mice are prominent also during REM sleep [114]. REM sleep deprivation is related to reduced NMDAr surface expression [237] and NMDAr-LTP in the HPC [238]. Signaling through the mammalian target of rapamycin (mTOR) is another mechanism involved in the late phase of NMDAr-dependent hippocampal LTP, synaptic plasticity and memory consolidation [239, 240]. mTOR signaling inhibition by rapamycin specifically during sleep, but not waking, impairs ODP and decreases the levels of various synaptic plasticity-related proteins (Arc, PSD-95, BDNF and eIF4A). Rapamycin also decreases the phosphorylation of a target downstream to mTOR, the eukaryotic initiation factor 4E (eIF4E)-binding protein 1 (4E-BP1) [240, 241]. Experiments in adult mice using the orientation-specific response potentiation, a learning paradigm to assess plasticity in the visual cortex, shows the same pattern of sleep deprivation-dependent impairment in V1 response potentiation as the developing visual cortex [242].

On the other hand, extended recordings from V1 of young rats suggest that a resetting of firing rates after neuronal activity decay due to prolonged MD (days) may take place only during waking [243]. This finding is at odds with the body of evidence reviewed above [229–232], for reasons yet unclear. One possible explanation is that this work did...
not assess the response shift of the neurons in the deprived hemisphere after short-term MD (6 h), but the homeostatic effect of different behavioral states to bring neurons up to its baseline firing rate set-point across many days. The everyday homeostatic drive is more prone to downscale circuits excited during experience [109], than upscale local circuits to its baseline set-point after prolonged stimuli deprivation. It is possible that these homeostatic processes comprise different mechanisms. Since external input to deprived circuits is limited during waking, sleep may be involved in only stabilizing the circuit to sustain the wake-dependent increased neuronal activity instead of reducing excessive activation as in normally stimulated cortical circuits [130]. Although it is still unclear how complex structural changes affect neuronal firing rate and vice versa [244], Zuo and collaborators showed that prolonged sensory deprivation shifts...
the balance of dendritic spine remodeling towards formation [245]. While dendritic spine formation is sustained, spine elimination is reduced in the deprived cortex, with a stronger effect in young compared to adult mice [245]. Since REM sleep is related to spine elimination during development [114], the increased firing rate during waking towards the set-point showed by [243] may be sustained by sleep-dependent structural changes, since they do not return to the previous firing pattern after complete sleep epochs. Although other homeostatic processes may participate as neuronal regulation of intrinsic excitability [246], they may be also sleep-dependent [247].

This evidence is in line with REM sleep-dependent dendritic spine alterations and molecular mechanisms of adult learning and development in the motor cortex [114]. In conclusion, despite the many differences that exist between developing and adult animals, they share key activity-dependent mechanisms of memory consolidation during NREM and REM sleep [114, 248, 249].

**Corticalization as a systemic phenomenon with REM sleep-dependent molecular causes**

A comprehensive view of the literature supports a framework by which the HPC-dependent memory trace of relevant experiences is consolidated during REM sleep, with increasing dependence on neocortical structures and HPC-independence over time (Fig. 1e, 5b). During the experience, a subset of cells within cortical and subcortical (i.e., HPC and amygdala) structures are tagged (Fig. 5bi). During subsequent sleep, tagged cells go through a maturation process that is transiently HPC-dependent, and increasingly more cortical, as cortico-cortical connections get to be strengthened (Fig. 5bv), in parallel with the integration of the newly acquired memories within the pre-existing network of stable memories (Fig. 5a, middle and right).

As a HPC-dependent memory trace is relocated to the neocortex during sleep, how does the representation change? How does the new memory maintain subjective identity with the original memory, despite the engagement of very different, only partially, overlapping neuronal sets? The mechanisms underlying trace change and in particular the displacement of the main routes required for retrieval remain to a large extent uncharted. The computational simulation of LTP during sleep in a homeostatic artificial fully connected neural network fed with real action potentials from a rat’s HPC showed that the presence or absence of LTP can explain trace strengthening and weakening [127], respectively. However, the most interesting and unexpected consequence of sleep-dependent LTP is trace restructuring, characterized by a rank reorganization of synaptic weights that could in principle account for sleep-enhanced creativity [85, 88, 250–254], understood as the generation of new memory traces from pre-existing ones. The research suggests that even little amounts of LTP during sleep can greatly change memories [127]. It is important, although, to understand the mechanisms that regulate the where, when, and how much of LTP is given that avoids detrimental effects like over-restructuring which would include new traces with loss or an excessive cost for old ones, as proposed theoretically by the stability plasticity-dilemma [255].

Another important question that remains open has to do with the determination of the conditions both necessary and sufficient to trigger synaptic plasticity during sleep. While some minimum amount of REM sleep is required [127, 157, 158, 161, 172], neocortical spindles and hippocampal SWR during the immediately precedent NREM sleep, involving both SWS and intermediate sleep, appear to be important as well [127, 161], possibly contributing to the NREM sleep-dependent increase in intracellular calcium theoretically [107], and recently verified empirically [204, 256]. Interestingly, Seibt and collaborators reported that calcium activity was higher in rodents’ somatosensory cortex during intermediate sleep. They also found a positive correlation between calcium activity during REM sleep and spindle power during the previous SWS-intermediate sleep joint episode [256]. These results are in line with ours, which correlated the amount of spindles immediately before REM sleep initiation with the amount of phosphorylated CaMKII protein immediately after REM sleep episodes [127].

It is important to point out that dendritic calcium spikes were dramatically more prominent during late REM sleep in the motor cortex after motor learning than during NREM sleep, and were abolished by pulsed infusion of the NMDAr inhibitor MK801, along with the impairment in the pruning and strengthening of the experience-dependent newly formed dendritic spines [114]. This indicates that NMDAr activation and calcium influx during REM sleep is also important for dendritic spine remodeling and memory persistence.

In this framework, NREM reactivation may be reinforcing experience-related tagged circuits by inducing transient synaptic facilitation, while REM sleep may induce the necessary protein synthesis able to promote structural changes and memory persistence; which is in line with the synaptic tagging and capture (STC) theory of cellular consolidation [75, 257]. However, no direct evidence has been given that corroborates this proposition, and the mechanisms linking neural processing and calcium activity during SWS to neural processing and calcium activity during subsequent REM sleep, and the role of cortical spindles at SWS/REM transitions in that coupling, remain to be determined.

An explanation may rely on the change in neuronal excitability across different behavioral states, which indicate that plasticity initiates during hippocampal SWR and
cortical spindles, but is implemented during REM sleep [258]. PV + cells, which induce somatic inhibition onto pyramidal neurons in the cortex, are thought to be related to the generation of cortical spindles and theta rhythm, and show increased activity during spindles and REM sleep [131, 259–263]. In contrast, somatostatin positive (SOM +) are related to dendritic inhibition and show decreased activity during spindles and REM sleep [131, 262]. It is hypothesized that this shift in the excitatory/inhibitory balance during NREM cortical spindles would open a window for reactivated memories to reach disinhibited distal dendrites, while PV + perisomatic inhibitory drive would provide temporal windows for coincident detection through spike-time dependent plasticity and that the same would happen during REM sleep theta oscillations [262]. This is in line with recent findings, since there is a decouple between L5 pyramidal neurons’ output firing and dendritic activity during spindles [256].

However, this hypothesis is not clear about how this would happen during REM sleep, and some points should be considered in this interpretation. (1) Intra and juxtacellular recordings show pyramidal cell firing rate invariance across different behavioral states [119, 256], concurrent with increased perisomatic PV + inhibition during spindles and REM sleep [131, 262]; (2) Cortical spindles are short-lasted, while theta rhythm is a continuous oscillation [264, 265]; (3) Cortical spindles correlate with dendritic calcium activity and CaMKII phosphorylation during the ensuing REM sleep [127, 256]; (4) Although calcium activity is usually much higher during NREM than during REM [256], the pattern is inverse in recently stimulated cortical regions [114].

This indicates that spindle-related plasticity may not be entirely mirrored to REM sleep. Instead of being continuously suppressed during PV + increased inhibitory activity as during spindles, the sustained pyramidal activity during REM sleep suggests that inhibition is transient, probably coupled to the ongoing theta rhythm [260]. Additionally, the spindle-related activity in the neocortex may reactivate memory traces [262] to undergo intense synaptic remodeling during REM sleep [114]. The mechanisms underlying the memory function of sleep are not entirely elucidated, but the current evidence leads to the notion that NREM sleep induces synaptic downscaling through the addition of many new weak synapses, while REM sleep triggers massive synaptic pruning with the strengthening of selected synapses [114, 208, 262]. A non-exclusive hypothesis is the possibility that NREM sleep reactivates relevant distinct features of the experience, which need to be rehearsed within the pre-existing memory traces in the cortical network during REM sleep to be integrated in an optimized manner [266]. The tagging and optogenetic manipulation of experience-related region-specific networks [18] during sleep, along with the assessment of structural change dynamics [201] may shed some light on this issue.

One more important question that remains unanswered is the characterization of the neurotransmitter milieu during REM sleep that permits synaptic plasticity. Dopaminergic neurons from the ventral tegmental area (VTA) fire in burst during REM sleep [267], but experience-dependent VTA reactivation during REM sleep was not observed in recent studies, which found increased reactivation during quiet waking and SWS [268, 269]. Noradrenergic neurons in the locus coeruleus (LC) show similar dynamics [270], and there is evidence of coupling between noradrenergic and dopaminergic release [271]. It has been hypothesized that dopaminergic and noradrenergic neurons may release neurotransmitters from VTA and LC axonal terminals, respectively, even in the absence of action potentials, due to subthreshold variations in membrane potentials [157, 158].

It is also possible that REM sleep-dependent plasticity is governed by cholinergic mechanisms [272, 273]. For instance, it was shown that the NMDAr-dependent glutamatergic inputs from PFC into the VTA regulate the dopaminergic modulation of the HPC-dependent memory consolidation 12 h after training [177, 178, 274], which is consistent with the mPFC-HPC loop that sustain memory persistence by HPC dopaminergic stimulation 12 h after mPFC dopaminergic inhibition during training. Interestingly, this regulation of VTA activity by mPFC was modulated by cholinergic inputs from the pedunculopontine tegmental nucleus (PPTg) [274]. Increased PPTg cholinergic activity induces burst firing of VTA dopaminergic neurons, leading to massive dopamine release [275]. Although a large body of evidence implicates PPTg activity in the initiation and maintenance of REM sleep [276–281], and VTA dopaminergic neurons fire in burst during REM sleep [267], to the best of our knowledge, a direct evidence that the VTA-dopaminergic modulation of learning and memory is related to PPTg cholinergic inputs during REM sleep was not yet demonstrated.

Finally, the search for the mechanisms underlying memory corticalization must consider that this system-level phenomenon may derive from the molecular properties of the IEG response, and in particular Zif-268, whose expression effectively couples early dendritic changes (e.g., calcium entry through NMDA receptors, CaMKII phosphorylation) to late axonal changes (e.g., changes in synapsin levels), as revised in [111]. Our investigations spanned a window until 4 h after the HPC-dependent relevant experiences (Fig. 2d). Sleep and IEG expression in the first hours after training are usually related to memory formation [170, 172, 189, 190], while the elevated IEG expression in the HPC 12 h after training is related to memory persistence (Fig. 3) [170, 171, 176–178]. Since HPC-dependent memories still depend on the HPC for
Critical experiments to test this hypothesis require, for example, blocking Zif-268 expression during specific REM sleep episodes, like the experiments recently performed to block NMDAR activation using MK801 micro-injections [114]. Although the slow dynamics of the current methods to block gene expression make this experiment impossible at present, ongoing experiments with antisense are targeting periods enriched in REM sleep. The hypothesis is that under translational inhibition of Zif-268 expression during REM-enriched periods during critical windows after training (~12 h), memory corticalization will be impaired, and the memory will be much more sensitive to interference after that.

Finally, it is important to investigate the role in memory trace stabilization of successive waves of Zif-268 expression during multiple post-training REM sleep episodes (Fig. 5bii), for instance using the CFC paradigm in which the memory trace is dependent initially on the HPC and later on the PFC [18, 56, 69, 70]. Altogether, the data are compatible with the notion that REM sleep is a privileged window for systems consolidation and structural plasticity, with a likely instructive role of the HPC in the stabilization of memory traces in the cerebral cortex.
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