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Understanding the Relationship between Continuous
Integration and Code Coverage

Author: José Diego Saraiva da Silva

Advisor: Uirá Kulesza

Co-advisor: Daniel Alencar da Costa

Abstract

Continuous Integration (CI) is a widely adopted software engineering practice

emphasizing frequent software integration through an automated build process. Although

CI has been shown to detect errors earlier in the software life cycle, the relationship

between CI and code coverage still needs to be clarified. Our work aims to fill this gap

by investigating the quantitative and qualitative aspects of this relationship.

In the quantitative study, we compare 30 CI projects and 30 projects that have

never adopted CI (NOCI projects) to investigate whether CI is associated with higher

code coverage rates. We analyzed 1,440 versions from different projects to identify trends

in code coverage. Our findings reveal a positive association between CI and higher code

coverage rates.

Our qualitative study consisted of a survey and a document analysis. The survey

revealed several significant findings, including a positive association between continuous

integration (CI) and higher code coverage rates, indicating the value of CI in promoting

testing practices. Additionally, our survey highlighted the importance of using code

coverage during the authoring and review process, which can help identify potential

issues early in the development cycle.

The document analysis focused on coverage-related themes in pull request

conversations in CI-enabled projects. Through this analysis, we discovered the main
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topics related to coverage usage during pull requests, which can provide valuable insights

into how developers use coverage to improve code quality. This information can help guide

the development of best practices for using coverage in CI-enabled projects, ultimately

improving the quality and reliability of software products.

Our work offers insights into the evolution of code coverage in CI, which can

assist researchers and practitioners in adopting tools and practices for better monitoring,

maintenance, and even enhancement of code coverage.

Keywords: Software Testing, Continuous Integration, Code Coverage, Empirical Study.
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Entendendo a relação entre integração contínua e
cobertura de código

Autor: José Diego Saraiva da Silva

Orientador: Uirá Kulesza

Coorientador: Daniel Alencar da Costa

Resumo

Integração Contínua, em inglês Continuous Integration (CI), é uma prática

amplamente adotada na engenharia de software que enfatiza a integração frequente

do software por meio de um processo de builds automatizado. Embora tenha sido

demonstrado que a CI detecta erros mais cedo no ciclo de vida do software, a relação

entre CI e cobertura de código ainda precisa ser esclarecida. Nosso trabalho tem como

objetivo preencher essa lacuna investigando os aspectos quantitativos e qualitativos dessa

relação.

No estudo quantitativo, comparamos 30 projetos com CI e 30 projetos que nunca

adotaram CI (projetos NOCI) para investigar se a CI está associada a maiores taxas

de cobertura de código. Analisamos 1.440 versões de diferentes projetos para identificar

tendências na cobertura de código. Nossas descobertas revelam uma associação positiva

entre a CI e maiores taxas de cobertura de código.

Nosso estudo qualitativo consistiu em um survey e uma análise de documentos.

A pesquisa revelou várias descobertas significativas, incluindo uma associação positiva

entre a integração contínua (CI) e maiores taxas de cobertura de código, indicando o valor

da CI na promoção de práticas de teste. Ademais, nossa pesquisa enfatizou a relevância

do uso de cobertura de código durante o processo de autoria e revisão, pois isso pode

auxiliar na detecção precoce de possíveis problemas ao longo do ciclo de desenvolvimento.
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A análise de documentos se concentrou em temas relacionados à cobertura

nas discussões dos Pull Requests de projetos que adotam CI. A partir dessa análise,

identificamos os principais tópicos associados ao uso da cobertura durante os Pull

Requests, o que pode fornecer informações valiosas sobre como os desenvolvedores utilizam

a cobertura para aprimorar a qualidade do código. Essas informações são capazes de

orientar o desenvolvimento de melhores práticas para o uso da cobertura em projetos

que adotam CI, contribuindo para aprimorar a qualidade e a confiabilidade dos produtos

de software.

O nosso trabalho permitiu encontrar percepções sobre a evolução da cobertura de

código em projetos que adotam CI, as quais podem auxiliar pesquisadores e profissionais

a adotarem ferramentas e práticas para monitorar, manter e, inclusive, aprimorar a

cobertura de código.

Palavras-chave: Teste de Software, Integração Contínua, Cobertura de Código, Estudo

Empírico.
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1 Introduction

The software industry constantly struggles with frequently changing requirements

and the pressure to deliver products to market faster, which significantly strains the

software development process. In this context, software testing is of utmost importance as

it ensures that the software meets the required specifications and features, is reliable, and

performs as intended. Although, in the short term, software testing may appear to increase

time-to-market, as it adds extra practice in the development process. However, effective

testing can ultimately reduce time-to-market by identifying and resolving issues early

in the development process, reducing the risk of costly errors and later rework. Testing

can also help ensure that the software meets customer requirements and expectations,

increasing the chances of success in the market. In other words, investing in software

testing upfront can save time and resources in the long run by preventing delays, improving

quality, and reducing the need for rework and maintenance. Additionally, thorough testing

can increase customer satisfaction and loyalty by providing a high-quality product that

meets their expectations. Therefore, software testing is an activity intrinsically related to

software development methodologies.

In the past, it was a common practice to integrate different software parts during

development only after each part was fully implemented, often leading to isolated integra-

tions. However, as projects become more complex and agile methodologies gain popularity

promoting iterative and incremental development cycles with constant modifications, the

need to increase the frequency of code integration between software parts has arisen,
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giving rise to the Continuous Integration practice.

Continuous Integration (CI) is an incremental software development technique

that helps maintain the software in a working state by integrating changes more frequently.

Its goal is to provide a systematic approach to software development, reducing risk and

increasing software product quality (Felidré et al., 2019).

Despite being introduced as one of the eXtreme Programming (XP) practices by

Beck K. (Beck and Gamma, 2000), Continuous Integration (CI) only gained widespread

recognition and adoption after several years. Today, due to its promised benefits, CI has

become a popular software development practice.

A key idea of CI is that the more often a project is integrated, the less likely the

project will suffer from problems when in production (Hilton, Tunnell, et al., 2016). Also,

as automated builds are performed at each push, errors can be detected and located

earlier in the project’s lifetime. As such, CI is intended to bring many benefits, such

as risk reduction, improvement of project visibility and predictability (Duvall, Matyas,

and Glover, 2007), greater confidence in the software product (Laukkanen, Paasivaara,

and Arvonen, 2015), reducing code integration problems in a collaborative environment

(Vasilescu, Schuylenburg, et al., 2014), and helping to maintain code quality. Therefore

the stability of the code in the main branch repository is expected.

While Continuous Integration is a practice that can be implemented without

any specific tools, some authors attribute its widespread adoption to modern tools and

services that have significantly automated the steps necessary for compiling, building,

and testing software (Felidré et al., 2019). The availability of such tools removes many

of the barriers developers may face when adopting CI, making integrating it into their

workflow easier.

In recent years, researchers have conducted empirical studies to confirm the

benefits of Continuous Integration (CI) and determine whether it lives up to its reputation
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(Hilton, Tunnell, et al., 2016). The research scope includes various aspects, such as

practices, environments, tools, potential benefits and problems, fundamental concepts,

motivation, and others (Hilton, Tunnell, et al., 2016; Pinto et al., 2018; Ståhl and Bosch,

2013; Soares et al., 2022).

Vasilescu et al. (Vasilescu, Yu, et al., 2015) studied the correlation between CI,

software quality, and productivity. The authors found that CI correlates with positive

quality outcomes and improves the productivity of project teams. Hilton et al. (Hilton,

Nelson, et al., 2017) studied the usage of CI in open-source projects and concluded that

projects that use CI tend to release more frequently than projects that do not use CI. In a

complementary study, Hilton et al. (Hilton, Tunnell, et al., 2016) report that CI projects

are more likely to catch software defects earlier. Vassallo et al. (Vassallo et al., 2016a)

found evidence that CI could be associated with time-to-market reduction. However,

Bernardo et al. (Bernardo, Costa, and Kulesza, 2018) observed that CI may not always

reduce the time-to-market for delivering new functionalities to end users. Guo & Leitner

(Guo and Leitner, 2019) conducted a conceptual replication of the work by Bernardo

et al. (Bernardo, Costa, and Kulesza, 2018), confirming their results through the use

of the Discontinuous Regression Design (RDD) statistical model. On the other hand,

the authors observed that CI is associated with the delivery of more functionalities per

software release.

Automated tests play an essential role in CI (Fowler and Foemmel, 2006) as

they represent a fundamental part of the build automation process to detect errors as

quickly as possible. Some researchers consider that, without automated tests, a project

should not be deemed as adopting CI (Duvall, Matyas, and Glover, 2007). Writing tests

assists developers in revealing faults embedded in the software. As such, the effectiveness

of a test suite directly impacts the quality of a software project (Aghamohammadi,

Mirian-Hosseinabadi, and Jalali, 2021). The effectiveness of a test suite can be partially
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measured by code coverage (i.e., code coverage is a measure of the degree to which a test

suite exercises a software system (Ivanković et al., 2019). Measuring code coverage can

benefit the development workflow by offering an objective, industry-standard metric for

test quality (Hora, 2021).

1.1 Problem Statement

Continuous Integration (CI) practices have made valuable contributions to

software development culture, but many assumptions in the community remain unexplored

empirically. Although some practices are adopted based on the expectation of positive

outcomes, there is still a vague idea of the trade-offs and actual impact on software

process quality.

Soares et al. (Soares et al., 2022) have presented some studies that provide

evidence to support the association between CI and good test practices, specifically

concerning the number of tests and code coverage level. However, their findings were

based primarily on surveys (73.91%), and none of the studies they reviewed explicitly

addressed how code coverage changes over time after CI adoption. This suggests a need

for further investigation into the relationship between CI and code coverage over an

extended period.

The literature often links CI with higher code coverage (Humble and Farley,

2010; Felidré et al., 2019), likely because of the emphasis on automated testing. While

this assumption is intuitive, it remains unclear whether adopting CI results in a sustained

improvement in code coverage over time. So far, the research works that have explored

the relationship between CI and good test practices, particularly in terms of the number

of tests and test coverage, have predominantly relied on surveys, accounting for 73.91%

of the studies, as noted by Soares et al. (Soares et al., 2022). However, these studies

have not directly addressed the question at hand. This highlights the importance of
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conducting additional empirical investigations to examine the long-term impact of CI

adoption on code coverage and other aspects of test practices.

The present thesis is an effort to reduce the lack of empirical investigation into

the relationship between code coverage and the adoption of CI.

1.2 Current Research Limitations

The work by Nery et al. (Nery, Costa, and Kulesza, 2019) investigated the

relationship between CI and test ratio. They compared projects that eventually adopted

CI (CI projects) and projects that never adopted CI (NOCI projects). The study results

suggest that adopting CI may positively affect the test ratio. However, test ratio is a

global measure of the proportion of test code in a project and does not necessarily capture

the amount of code exercised by the tests. In their work, they performed a preliminary

study on the association between CI and code coverage. The authors analyzed a subset

of projects (10 CI projects and 10 NOCI projects), where their preliminary results reveal

a potential positive association between CI and code coverage. However, their study

about the relationship between code coverage and CI was designed with a relatively small

number of projects and builds, making it unclear whether their results can be generalized.

Hilton et al. (Hilton, Bell, and Marinov, 2018) conducted a comprehensive

analysis of code coverage evolution over a large number of builds for multiple projects.

However, their primary focus was on evaluating the impact of patches on the quality of a

project’s test suite.

Therefore, the authors investigated the coverage of individual patches, i.e., the

changed statements within the system under test (SUT), instead of assessing the overall

coverage of the SUT. It’s worth noting that the study did not specifically examine the

integration of code coverage analysis with Continuous Integration (CI) practices, as the

authors’ main objective was to evaluate the effect of patches on the test suite’s quality.
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Indeed, the investigation of the impact of CI on code coverage remains an open question.

1.3 Thesis Proposal

The central research question of this thesis is: What is the relationship between

the adoption of continuous integration and the evolution of code coverage?

The thesis proposes to analyze the the relationship between code coverage

and continuous integration from both quantitative and qualitative perspectives. The

goal of the quantitative study (Study 1), detailed in Section 1.3, is to compare code

coverage rates between continuous integration projects and non-continuous integration

projects (NOCI) and identify trends in code coverage over time. The goal of the two-part

qualitative studies is to investigate how developers use code coverage in continuous

integration projects. The first part, in the Study 2, described in Section 1.3, uses a

survey approach to gather developers’ data. Next, in the second part, the Study 3,

outlined in Section 1.3, uses document analysis to examine the use of code coverage in

continuous integration projects.

The subsections below provide further details on the motivation and methodology

of each study.

Study 1 — The Impact of the Adoption of Continuous

Integration on Code Coverage

Our quantitative study investigates whether CI is associated with an improvement

in code coverage. The study, which is detailed in Chapter 3, compares the code coverage

rates of 30 projects with continuous integration (CI) and 30 projects without CI (NOCI).

A total of 1,440 versions were analyzed to observe trends in code coverage related to

CI. The results indicate that CI is associated with an improvement in code coverage.
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Specifically, more projects with rising trends in code coverage were observed in CI projects

compared to NOCI projects, and CI projects tend to stabilize at a higher code coverage

rate than NOCI projects. The statistical evidence also supports the positive association

between CI and a higher code coverage rate. Considering the CI dataset, the coverage

improvement after CI adoption is estimated to be approximately 10%, while it is negligible

in the NOCI dataset.

Study 2 — Uncovering the Relationship Between Continuous

Integration and Code Coverage: An Exploratory Investigation

This study is the first part of a two-part qualitative investigation aimed at

addressing the research gap in understanding the underlying mechanisms that drive the

relationship between continuous integration (CI) and code coverage. The main objective of

this study is to gain a comprehensive understanding of the impact of CI on code coverage

through a survey of developers, providing additional qualitative insights and examining

how developers utilize code coverage in CI projects. Furthermore, this study seeks to

enforce previous quantitative findings by comparing them with developers’ perspectives.

Study 3 — Investigating Discussions on Code Coverage in

CI-Enabled Projects: An Exploratory Document Analysis

This study is the second part of our qualitative investigation into the relationship

between continuous integration (CI) and code coverage. Our primary objective is to

investigate the connection between code coverage and continuous integration (CI) using

document analysis technique. After establishing a positive relationship between code

coverage and CI, we aim to explore the specific aspects of code coverage that developers

discuss during pull requests. To accomplish this, we conducted a comprehensive document

analysis of 30 CI projects, employing a two-step approach involving inductive and
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deductive analysis techniques.

1.4 Thesis Contributions

We outline the contributions of this thesis below. The contributions are grouped

by their respective study.

Study 1 — The Impact of the Adoption of Continuous

Integration on Code Coverage

• Our study found compelling evidence for the positive relationship between continu-

ous integration (CI) and code coverage. Specifically, we observed that 50% of CI

projects exhibited increasing trends in code coverage, while only 10% of non-CI

(NOCI) projects showed similar trends.

• The data analysis conducted in our study indicates a statistically significant growth

in code coverage following the adoption of CI. These findings support the notion that

implementing CI can effectively improve code quality and test coverage. Moreover,

our research has revealed a positive correlation between code coverage and the

implementation of CI, further reinforcing this relationship.

• Interestingly, our study also found that projects that eventually adopt CI tend

to have a significantly higher number of code changes that lead to increased

coverage, a consequence of the positive correlation between code coverage and CI

implementation. This suggests that the decision to implement CI may be motivated

by a desire to improve testing practices and increase code coverage.
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Study 2 — Uncovering the Relationship Between Continuous

Integration and Code Coverage: An Exploratory Investigation

• Our study found that developers use code coverage information during both the

code authoring stage and code reviews. They find it useful for identifying trivial

bugs, detecting uncovered code paths, and improving software quality by potentially

preventing bugs and controlling side effects when refactoring or changing code

behavior.

• Participants attributed the increase in code coverage to the adoption of CI, but

we wanted to ensure that this was not due to other testing practices. After asking

participants if they adopted any new practices after adopting CI, we found that

all practices mentioned fell under the umbrella of CI practices. This supports the

association between CI and coverage. Additionally, participants associated coverage

fluctuations with the proper use of CI practices.

Study 3 — Investigating Discussions on Code Coverage in

CI-Enabled Projects: An Exploratory Document Analysis

• Our findings suggest that there may be projects that monitor their code coverage,

as evidenced by the existence of automated coverage reports. This finding is in line

with the monitoring practices that developers reported in our qualitative study.

• Developers face challenges when integrating coverage tools with CI, with com-

patibility issues between local and CI server environments being a critical factor

in coverage within CI environments. Study 1 - RQ3 (Section 3.3.3) findings sup-

port this, as integration problems were identified as a major reason for decreased

coverage, and multiple mentions of compatibility issues were observed.
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• In Study 1 - RQ3 (Section 3.3.3), we did not find any clear evidence of prioritiz-

ing coverage for newly added code over preexisting uncovered code. While some

participants mentioned the significance of covering new lines, the frequency of

such comments was not substantial enough to suggest a systematic trend towards

prioritizing new code coverage. Based on our findings, the coverage of new code

does not appear to be a primary concern in the projects surveyed.

• The coverage maintenance theme is the second most common topic, making up

22.87% of all comments. This aligns with the results from both the quantitative

study (Chapter 3) and survey (Chapter 4), as it reflects the efforts made by

developers to increase coverage. The reduction in discussions related to coverage

debt is also expected, as our RQ1 findings (Section 3.3.1) suggest that CI projects

tend to stabilize at higher coverage levels.

1.5 Thesis Organization

The remainder of this thesis is organized as follows. In Chapter 2, we provide

the background material to the reader. In Chapter 3 presents our quantitative study

to investigate the evolution of code coverage and its relationship with the adoption of

continuous integration. Chapter 4 and Chapter 5 present the two-part quantitative study

on how developers use code coverage in CI projects. In Chapter 6, we present related

research with respect to this thesis. Finally, Chapter 7 draws conclusions.
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2 Background

In this chapter, we describe the key concepts that are necessary to understand

the studies that are performed in this thesis.

2.1 Software Testing

Software testing is a fundamental discipline within software engineering that

seeks to enhance the quality and reliability of software systems by detecting software faults

and ensuring that the system functions as intended without errors or non-conformities,

thereby fulfilling the customer’s requirements (Mahdieh et al., 2020). This role is critical

in the software development lifecycle, and the effectiveness of testing is paramount

(Aghamohammadi, Mirian-Hosseinabadi, and Jalali, 2021). According to the academic

literature, fixing a bug becomes increasingly costly throughout the software development

life cycle (Boehm and Papaccio, 1988), and discovering all faults in a program is essentially

unviable. As a result, testing considers only a limited number of possible program states,

meaning that there is a possibility of existing faults that the test suite cannot discover.

Therefore, the focus of software testing is on eliminating as many defects in the software

system as soon as possible, which adds value to the software development process by

reducing repair costs.

Consequently, testing software always involves a trade-off between the cost of

(further) testing and the potential cost of undiscovered faults in a program (Gopinath,
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Jensen, and Groce, 2014). In this context, the quality of the test suite is crucial in

measuring the effectiveness of testing. The effectiveness of the test suite concerns its

ability to uncover faults, making it a mandatory requirement for the software testing

discipline to achieve its goals. As a result, software developers aim to write high-quality

tests to reveal faults embedded in the software and estimate the overall quality of the

system under test (SUT).

The fault detection measure is a perfect method for measuring the effectiveness

of the test suite. However, collecting faults and analyzing failures requires substantial

effort, making it an unrealistic method for measuring test suite effectiveness in a practical

software development cycle. Instead, software developers use methods that predict fault

detection capability based only on the test suite itself and the current version of the SUT

(Gopinath, Jensen, and Groce, 2014).

One well-established metric to measure the effectiveness of a test suite is code

coverage, which is the most popular metric used to compare test suites’ adequacy (Ahmed

et al., 2016). Numerous organizations set testing requirements in terms of coverage levels

(Gligoric et al., 2013).

Code coverage is a metric that estimates the proportion of the execution paths

within the code under test that the test suite exercises. Due to its simplicity and

computational efficiency, code coverage has become a popular metric in both industry

and research for evaluating the effectiveness of software testing. By measuring the code

coverage achieved by the test suite, developers can identify untested or under-tested areas

of the code, which can help to reveal potential faults and improve the overall quality of

the software. Nevertheless, its effectiveness in improving testing in practice remains a

matter of debates (Inozemtseva and Holmes, 2014; Ivanković et al., 2019).

The proliferation of practices such as continuous integration and test-driven

development has promoted testing to new prominence, proclaiming to help developers
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achieve high code coverage. Thus, having a comprehensive test suite is essential to these

practices.

2.2 Code Coverage

Code coverage is a metric that expresses which proportion of application code of

a software project is executed when running all test cases. Code coverage is a widely-used

metric in software testing that measures which proportion of application code of a

software project is executed when running all test cases (Zhu, Hall, and May, 1997). By

using code coverage-based metrics, software developers can evaluate the effectiveness of

their test suites and identify untested or poorly-tested areas of the code. This information

can then be used to improve the testing process and increase the reliability and quality

of the software.

However, this loose definition allows for the implementation of coverage at

different levels, objectives and measure criterion. Coverage measure criteria provide a set

of requirements for the code under test and measure how many of these requirements

are satisfied by a given test suite. As a result, we found a variety of code coverage-based

metrics in the literature.

Structural coverage metrics, which explore code structure to determine how much

of the code is exercised by the test suite, are among the most popular coverage-based

metrics in software engineering. These metrics provide a way to measure the extent to

which code has been executed, and several of them have been proposed in the literature.

In the following paragraphs, we briefly discuss some of the most common structural

coverage metrics and their applications.

Statement coverage is a coverage metric used to determine the proportion of

executable statements that are executed at least once during testing (Aghamohammadi,

Mirian-Hosseinabadi, and Jalali, 2021). It is calculated as the number of executed

13



statements divided by the total number of statements. Statement coverage is the most

widely used coverage metric.

Line coverage is a metric that quantifies the proportion of executable lines of

code in a program that have been executed at least once during testing (Someoliayi et al.,

2019). To compute line coverage, each executable line is assigned a coverage point value

of either 0 or 1, depending on whether it has been exercised or not. The total coverage is

then calculated as the ratio of coverage points of all exercised lines to the total number

of executable lines.

Branch coverage measures the proportion of conditional branches that are ex-

ercised by a test suite (Homès, 2013). Branch coverage is equivalent to edge coverage

for all conditional edges in the control flow graph (Zhu, Hall, and May, 1997), and it

subsumes statement coverage once all branches are examined.

Decision coverage measures the proportion of decisions in the program that are

executed by its test suite (Inozemtseva and Holmes, 2014). A decision is a compound

of one or more conditions, and a 100% decision coverage requires that each decision is

evaluated to both true and false. Decision coverage is slightly more difficult to satisfy

and measure than statement coverage.

Condition coverage measures whether each condition in a decision is evaluated

to both possible outcomes at least once (Kelly J. et al., 2001). It does not require that

the decision take on all possible outcomes at least once, and therefore a 100% condition

coverage does not guarantee a 100% decision coverage.

Modified condition/decision coverage (MC/DC) measures whether every condition

within a decision in the program has taken on all possible outcomes at least once, each

condition has been shown to independently affect the outcome of the decision, and

that each entry and exit point have been traversed at least once (Rajan, Whalen, and

Heimdahl, 2008). Achieving MC/DC requires, in general, a minimum of n+1 test cases
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for a decision with n inputs.

Recently, novel coverage-based criteria have been proposed to evaluate and

compare the effectiveness of test suites. In the following paragraphs, we describe some of

them.

Vanoverberghe et al. (Vanoverberghe et al., 2011) introduced state coverage as

a new metric to measure the ratio of state updates that are read by assertions to the

total number of state updates. Additionally, the authors presented efficient algorithms

for measuring state coverage and reported that it helped to identify multiple unchecked

properties and detect several bugs in their preliminary evaluation.

Someoliayi et al. (Someoliayi et al., 2019) proposed a novel test coverage metric

called Program State Coverage (PSC), which considers the number of distinct program

states in which each line is executed. The only difference between PSC and line coverage

is the method of assigning a coverage point to each line. PSC assigns a real number

between 0 and 1 to each line based on the number of distinct program states in which that

line is executed. The authors reported that their approach outperformed the traditional

line coverage metric.

Aghamohammadi et al. (Aghamohammadi, Mirian-Hosseinabadi, and Jalali,

2021) presented a new coverage metric called Statement Frequency Coverage that subsumes

Statement Coverage. Statement frequency coverage aims to address the limitations of

branch and statement coverage as they do not consider the executed statement frequency.

Thus, Statement Frequency Coverage assigns a continuous value to a statement that is

proportional to the number of times it is executed during test execution. The authors

reported that their coverage metric outperformed the existing code coverage metrics,

namely statement coverage and branch coverage.
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2.3 Continuous integration

Software systems are highly intricate, consisting of numerous interdependent

components that require careful management. Even a minor change in one file can result

in unintended consequences that compromise the entire system’s accuracy and stability.

As a result, integrating software, which involves combining all developers’ working copies

into a shared mainline, poses significant challenges that increase in complexity with the

size of the system and team.

Consequently, a significant portion of software development time is often spent

with the system in an unusable state (Humble and Farley, 2010). Developers typically

only attempt to build the entire application after completing their work, and the process

of merging multiple active branches into the mainline can be painful, particularly as the

number of branches and their duration of existence increase. This integration process

is critical to the system’s overall success, and any errors or complications during the

process can significantly impact the final product.

CI advocates for the use of an automated build process with each push, enabling

early error detection and location in the project’s life cycle. By doing so, CI is expected

to bring numerous benefits, including risk reduction, improved project visibility and

predictability (Duvall, Matyas, and Glover, 2007), increased confidence in the software

product (Laukkanen, Paasivaara, and Arvonen, 2015), reduced code integration problems

in collaborative environments (Vasilescu, Schuylenburg, et al., 2014), and maintenance of

code quality. Therefore, stability in the code of the main branch repository is expected.

Given its promised benefits, CI is widely used in software development practice today.

The practice of continuously integrating code changes dates back to the 1970s

(Brooks Jr, 1995), but it has only gained widespread adoption in recent decades thanks
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to the popularization of various CI services, such as TravisCI1 CircleCI2, and Jenkins3.

Although Continuous Integration can be implemented without this specific tooling, these

tools provide the underlying infrastructure to automate software compilation, building,

and testing, significantly lowering the barriers to CI adoption. CI services have become

a cornerstone of modern software development practices, employed in both commercial

and open-source projects alike (Felidré et al., 2019).

The adoption of continuous integration has been increasing among software

development projects (Hilton, Tunnell, et al., 2016). Today continuous integration is a

critical aspect of software development, serving as the centerpiece for ensuring software

health and quality (Duvall, Matyas, and Glover, 2007).

2.4 Regression Discontinuity Design

The Regression Discontinuity Design (RDD) is a quasi-experimental research

design that is well-suited for examining the impact of an intervention based on a cutoff

score or threshold on a outcome continuous variable (Hyman, 1982). RDD involves the

assignment of treatment based on whether the participant’s observed covariate value

is above or below a known threshold or cutoff point. The discontinuous jump in the

probability of treatment assignment at the threshold creates a natural "quasi-experiment"

that can be used to estimate the average treatment effect. By comparing outcomes closely

on either side of the threshold, RDD provides an estimate of the causal effect of the

intervention that is robust to potential confounding factors. The fundamental premise of

RDD is that if an intervention has no effect on the outcome, there will be no discontinuity,

and the outcome will remain continuous over time.

In other words, RDD divides the sample into two groups based on the value of

1https://www.travis-ci.com
2https://circleci.com
3https://www.jenkins.io
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the threshold variable, with those above the threshold assigned to the treatment group

and those below the threshold assigned to the control group. The basic idea behind RDD

is that units on either side of the threshold are similar in all relevant respects except for

their treatment assignment. Therefore, any outcome difference between the treatment

and control groups can be attributed to the treatment effect rather than to differences in

baseline characteristics or other confounding factors.

The relationship between an assignment variable and an outcome in RDD is

depicted in Figure 2.1. When an actual effect of the intervention is present, a discontinuous

change or jump in the outcome value is observed when the assignment variable exceeds the

threshold. This abrupt change in the outcome corresponds to the effect of the treatment

or policy being analyzed.

Figure 2.1: Relationship between assignment variable and outcome in a regression dis-
continuity design.

RDD makes several key assumptions that are essential for valid causal inference.

Firstly, there must be a clear and deterministic rule for assignment to treatment based
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on a score variable, which is fully known in advance. This score variable should not

be related to any other confounding variables that may affect the outcome. If there

is no misassignment, the design is called sharp. On the other hand, if there are some

misassignments or treatment crossovers, the design is called fuzzy.

Therefore, in the sharp RDD, the threshold variable is used to divide the sample

precisely into the treatment and control groups. Specifically, all units with assignment

variable values above a certain threshold value are assigned to the treatment group,

while all units with values below the threshold are assigned to the control group. This

sharp separation creates a discontinuity in the probability of treatment at the threshold,

which enables the estimation of causal effects by comparing the outcomes of units on

either side of the threshold. In contrast, the fuzzy RDD involves a threshold variable

that influences the probability of being assigned to the treatment group. Consequently,

the separation between the treatment and control groups is less precise than in the

sharp RDD. However, the fuzzy RDD also allows for the estimation of causal effects by

exploiting the discontinuity in the probability of treatment at the threshold.

The second assumption is there should be no manipulation of the score variable

by individuals, as this can lead to bias in the results. The third assumption is that the

assignment of units to the treatment or control group should be as good as random at the

threshold point. Finally, the treatment and control groups should be comparable in terms

of observable characteristics, both before and after the threshold. If these assumptions

are met, then RDD can provide unbiased estimates of causal effects at the threshold

point.

There are two widely used methods for estimating treatment effects in RDD:

non-parametric and parametric approaches. The difference between non-parametric and

parametric RDD estimation approaches lies in the assumptions made about the functional

form of the relationship between the running variable and the outcome variable.
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In parametric RDD estimation assumes a specific functional form, typically a

polynomial regression, to model the relationship between the running variable and the

outcome variable. This method is often used when the relationship between the running

variable and the outcome variable is well-known or when the data conform to a specific

functional form. In this case, a parametric model may have greater statistical power to

detect the treatment effect. The statistical model for parametric RDD using polynomial

regression can be represented as:

𝑌𝑖 = 𝛼 + 𝛽1𝑆𝑖 + 𝛽2𝑆
2
𝑖 + ... + 𝛽𝑖𝑆

𝑘
𝑖 + 𝛾𝑇𝑖 + 𝜖𝑖 (2.1)

where 𝑌𝑖 is the outcome variable for unit 𝑖, 𝑆𝑖 is the score variable used for

assignment, 𝑇𝑖 is a binary variable indicating treatment status (1 for treatment, 0 for

control), 𝛼 is the intercept, 𝛾 is the treatment effect, 𝛽1 through 𝛽𝑘 are the coefficients for

the polynomial terms of 𝑆𝑖, and 𝜖𝑖 is the error term. The polynomial degree 𝑘 is chosen

based on the data and the degree of nonlinearity in the relationship between 𝑆𝑖 and 𝑌𝑖.

On the other hand, non-parametric RDD refers to an estimation approach that

does not assume any specific functional form for the relationship between the score

variable and the outcome of interest. Instead, it estimates the treatment effect by fitting

a flexible function to the data using techniques such as local linear regression or other

non-parametric regression methods (Lee and Lemieux, 2010). The most common non-

parametric method used in the RDD context is a local linear regression. This is of the

form:

𝑌𝑖 = 𝛼 + 𝛽𝑊𝑖 + 𝛾(𝑊𝑖 − 𝑐) + 𝜖𝑖 (2.2)

where 𝑌𝑖 is the outcome variable for the 𝑖-th observation, 𝑊𝑖 is the assignment

variable (e.g., test score), 𝑐 is the threshold value, 𝛼 is the intercept, 𝛽 is the effect of 𝑊𝑖

on 𝑌𝑖 away from the threshold, 𝛾 is the effect of the distance between 𝑊𝑖 and 𝑐 on 𝑌𝑖,
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and 𝜖𝑖 is the error term.

Non-parametric methods in RDD offer a significant advantage by providing

estimates based on data closer to the cutoff, which is intuitive and reduces bias that can

arise from using data farther away from the cutoff to estimate the discontinuity. Local

linear regressions are commonly preferred because they have better bias properties and

convergence. Nonetheless, using both parametric and non-parametric methods, if feasible,

can be a useful way to validate the estimated results and reduce reliance on a specific

approach (Lee and Lemieux, 2010).

2.5 Document Analysis

Document analysis is a systematic procedure for reviewing or evaluating any type

of document, including written texts (printed and electronic), images, audio recordings,

or video footage (Bowen, 2009).

It involves a range of methods for analyzing documents, including close reading,

textual analysis, and discourse analysis, with the goal of extracting insights, identifying

patterns, or gaining a deeper understanding of the document(s) being analyzed. Document

analysis can be used in various fields, including social sciences, humanities, law, and

business.

Document analysis is often used in combination with other qualitative research

methods such thematic analysis (see Section 2.6), means of triangulation and discourse

analysis.

Mixed-methods studies, which combine both quantitative and qualitative research

techniques, can use document analysis to enhance the comprehensiveness of data analysis

and interpretation.

Document analysis is a common qualitative research method that is sometimes

used in mixed-methods studies to provide a more comprehensive analysis and inter-
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pretation of the data. Mixed-methods studies are research designs that combine both

quantitative and qualitative research techniques. By analyzing qualitative data (surveys,

surveys, open-ended, semi-structured interviews with reviews of documents), researchers

can gain a deeper understanding of the topic being studied

Document analysis is a valuable qualitative research method that has advantages

over other research methods. One of its key advantages is that it is an efficient method

that requires data selection instead of data collection, making it less time-consuming

than other methods. Additionally, it is a cost-effective method that is often the method

of choice when collecting new data is not feasible. Another advantage is that documents

are ’unobtrusive’ and ’non-reactive’, meaning that they are unaffected by the research

process and do not require reflexivity, which is inherent in other qualitative research

methods. Furthermore, documents are stable, making them suitable for repeated reviews,

and they provide exact names, references, and details of events, enhancing the precision

of the research process. Finally, documents provide broad coverage, spanning a long time

period and many events and settings, making them a valuable tool for researchers seeking

a comprehensive understanding of complex social phenomena (Merriam, 1988; Yin, 1994;

Bowen, 2009).

Despite the advantages of document analysis, there are also some inherent

limitations that researchers should consider. One limitation is that documents may

lack sufficient detail since they are produced for a purpose other than research and are

independent of a research agenda. Another limitation is that document retrievability can

be low or difficult, and access to documents may be deliberately blocked. Furthermore,

an incomplete collection of documents may suggest biased selectivity, which can occur in

an organizational context where available documents may align with corporate policies

and procedures or reflect the emphasis of a particular unit that handles record-keeping,

such as Human Resources. As a result, researchers should be cautious in using document
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analysis as a standalone research method and should consider complementing it with

other qualitative or quantitative research methods to address these limitations (Merriam,

1988; Yin, 1994; Bowen, 2009).

Document analysis involves skimming (superficial examination), reading (thor-

ough examination), and interpretation. This approach combines elements of both content

analysis (Neuendorf, 2016) and thematic analysis(See Section 2.6). Content analysis

involves organizing information into categories related to the central questions of the

research, while thematic analysis involves identifying patterns, themes, and meanings

within the data.

2.6 Thematic Analysis

Thematic Analysis (TA) is a qualitative research method used to identify, analyze,

and report patterns (themes) in qualitative data (i.e., audio, text, or video). Therefore,

Thematic Analysis focuses on identifying and describing implicit and explicit ideas within

the data, namely, themes. This technique moves beyond counting explicit words or

phrases; interpreting and analyzing the themes to gain insights into the research question

(Braun and Clarke, 2006).

Thematic Analysis is a family of methods (Fugard and Potts, 2020). Although the

thematic analysis methods have some characteristics in common, they also have significant

divergences in underlying research values, the conceptualization of core constructs, and

analytical procedures. The literature categorizes the thematic analysis methods into three

broad approaches (Braun and Clarke, 2019): Coding reliability approaches, Reflexive

approaches, and Codebook approaches.
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2.6.1 Coding Reliability Thematic Analysis

Coding reliability Thematic Analysis (coding reliability TA) approaches involve

early theme development and conceptualize coding as a process of identifying evidence for

themes (Guest, MacQueen, and Namey, 2011). According to Boyatzis “Coding Reliability

Thematic Analysis is a translator of those speaking the language of qualitative analysis

and those speaking the language of quantitative analysis” (Boyatzis, 1998). Qualitative

data are gathered and examined using qualitative techniques of coding and theme

development; the data are reported qualitatively as themes.

The coding process involves breaking down the data into smaller units of meaning,

such as phrases, sentences, or paragraphs, and then labeling or categorizing these units

based on commonalities or patterns. In coding reliability TA, themes are typically

conceptualized as domain/topic summaries (often derived from data collection questions)

(Braun, Clarke, et al., 2018), analytic inputs, and outputs – they drive the coding process

and are the output of the coding process.

The coding is an identification process driven by a codebook/coding frame, which

usually contains a list of codes/themes – each has a label/name, a definition, information

on how to identify the code/theme, a description of any exclusions or qualifications to

identifying the code/theme, and even examples (Boyatzis, 1998). The coding process

typically demands multiple coders working independently to apply the codebook to the

data, reaching reliability and replicability.

The final coding is determined through consensus between coders. So any bias

related to coders is managed by measuring the level of agreement between coders. The

coding reliability TA assumes that a high level of agreement equals reliable coding.

There are several coding reliability approaches that researchers can use, depending

on the research question, data type, and analytical approach (Aghamohammadi, Mirian-

Hosseinabadi, and Jalali, 2021; Braun and Clarke, 2021).
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Some common approaches include:

1. Inter-coder reliability: This approach involves having multiple coders indepen-

dently code the same data and comparing their codes to assess the consistency of

coding. Inter-coder reliability can be assessed using various measures, such as Co-

hen’s kappa, Holsti’s method, Scott’s pi, Krippendorff’s alpha, percent agreement,

or intra-class correlation coefficient.

2. Intra-coder reliability: This approach involves having the same coder code the

same data multiple times and comparing their codes to assess the consistency of

coding. In contrast to inter coder reliability, intra-coder reliability measures the

consistency of coding within a single researcher’s coding. Intra-coder reliability

can be assessed using various measures, such as test-retest reliability or split-half

reliability.

3. Consistency coding: This approach involves having the same coder code a subset

of the data at two different points in time and comparing their codes to assess

the consistency of coding. This approach is builds toward a singular, shared, and

"correct" analysis of the data. This approach involves having the same coder code

a subset of the data at two different points in time and comparing their codes to

assess the coding consistency. This approach is built toward a singular, shared, and

"correct" data analysis.

2.6.2 Reflexive Thematic Analysis

Reflexive Thematic Analysis (Reflexive TA) (Braun and Clarke, 2019) is a

variation of the thematic analysis method that emphasizes the researcher’s subjective

interpretation of the data. This approach acknowledges that the researcher’s beliefs,

values, and experiences shape how they interpret and analyze the data, encouraging
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researchers to reflect on their positionality throughout the research process. Thus, in

reflexive thematic analysis, the researcher engages in an iterative data analysis and

reflection process that incorporates their experiences and perspectives into the analysis.

Although the more traditional thematic analysis approaches prioritizes the

objectivity of the research process, the reflexive thematic analysis approach emphasizes

the researcher’s reflexivity and subjectivity.

Themes do not arise spontaneously from the data or coding; they are not inherent

in the data, waiting to be identified and retrieved by the researcher. Instead, themes are

creative and interpretive stories about the data, resulting from the interaction of the

researcher’s theoretical assumptions, analytical abilities, and the data itself (Terry et al.,

2017).

In reflexive TA, the theme process is about identifying meaning-based patterns

rather than data features.

According Braun and Clarke (2019), the theoretical approach to analysis in

RTA can be agnostic, meaning that it is not tied to a specific theoretical framework

or approach. However, they suggest that RTA can be used with a range of approaches,

including inductive/deductive, semantic/latent, critical realist/constructionist, or a mix

of those.

1. Deductive/Inductive: The deductive/inductive approach involves the researchers

using their theoretical framework and hypotheses to inform the development of codes.

The inductive approach involves building generalizations from specific observations,

where the researcher starts with the data and generates themes and concepts based

on emerging patterns and trends. On the other hand, the deductive approach starts

with a theoretical framework or pre-existing concepts, and the researcher looks for

evidence in the data to support or refute these preconceptions.the choice between

inductive and deductive approaches may depend on the research question and the
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available data.

2. Semantic/latent: In semantic/latent approach to reflexive thematic analysis, the

researcher analyzes the surface-level meaning of the data (semantic) as well as the

underlying or implicit meanings (latent). The semantic approach focuses solely on

the explicit or obvious meanings conveyed by the data (i.e. what participants say).

The latent approach involves exploring the ideas, assumptions, and conceptualiza-

tions that underpin the data, and how they may influence participants’ perspectives

and experiences (Clarke and Braun, 2021). This approach allows for a more nuanced

and comprehensive understanding of the data, and can reveal deeper insights that

may not be immediately apparent at the semantic level.

3. Critical realist/constructionist: The realist/constructionist approach to RTA

acknowledges the co-construction of reality between the researcher and the par-

ticipants. This approach recognizes that knowledge is constructed through social

interaction and language use and that multiple perspectives and experiences con-

tribute to creating meaning. In the realist approach, researchers make claims about

the objectivity of people’s experiences as they report them (realist approach).

Alternatively, they may adopt a constructionist approach, focusing on how people

perceive a situation (constructionist approach).

2.6.3 Codebook Thematic Analysis

The Codebook approach to Thematic Analysis (Codebook TA) is positioned

between the coding reliability and reflexive approaches, as it incorporates the structured

coding process of coding reliability TA (although without relying on coding reliability

measures), while also aligning with the qualitative philosophy of reflexive TA (Braun,

Clarke, et al., 2018). This method involves pre-determining some, if not all, of the themes
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before conducting the full analysis and conceptualizing the themes as domain summaries.

The initial them could be derived from data research questions.

The aforementioned approach is particularly appropriate for describing and

summarizing qualitative data, along with participants’ perspectives regarding a certain

topic or technology. These codebooks can be presented as a template (Brooks et al.,

2015), thereby providing a structure for an article, or as a framework (J. Smith and Firth,

2011) that emphasizes displaying each stage of the analysis, or as a matrix. It does not

measure (inter)reliability. There are two main types of codebook approaches:

1. Deductive codebook approach: In this approach, the researcher creates a set of

codes based on existing theories or previous research in the area. The codes are

pre-determined before the analysis of the data begins.

2. Inductive codebook approach: In this approach, the researcher does not pre-

determine the codes, but instead develops them through a close reading and analysis

of the data. The codes are generated from the data itself, rather than being imposed

on the data from a pre-existing theoretical framework.

The codebook approach has clear pragmatic advantages. The codebook provides

a structured and systematic way to analyze qualitative data, allowing for efficient and

consistent analysis across multiple researchers or studies. It also allows for easy comparison

and synthesis of findings across studies that use the same codebook. Additionally, the

use of a codebook can provide a clear and transparent method for reporting results and

can help ensure that all relevant aspects of the data are captured and analyzed.

The codebook approach offers evident pragmatic benefits as it furnishes a

structured and systematic technique to examine qualitative data, ensuring reliable and

consistent analysis across various researchers or studies (Braun, Clarke, et al., 2018).

Moreover, it facilitates easy comparison and synthesis of results across studies utilizing
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the same codebook. Furthermore, the utilization of a codebook can provide a lucid and

transparent procedure for reporting findings. It can aid in guaranteeing that all significant

aspects of the data are captured and analyzed.
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3 The Impact of the Adoption of

Continuous Integration on Code

Coverage

Earlier versions of the work in this chapter ap-

pears in the proceedings of the International

Conference on Mining Software Repositories

(MSR 2023) (Silva et al., 2023)

In this chapter, we present a quantitative study that aims to investigate the

correlation between CI and code coverage. We analyze a total of 1,440 versions to identify

trends in code coverage associated with CI by comparing the code coverage rates of

30 projects with continuous integration (CI) and 30 projects without CI (NOCI). The

results demonstrate a positive relationship between CI and the improvement of code

coverage. Notably, CI projects exhibit a higher frequency of increasing code coverage

trends compared to NOCI projects, and they tend to maintain a consistently higher

code coverage rate. Moreover, the statistical evidence provides further support for the

association between CI and the attainment of a higher code coverage rate.

Chapter organization. The subsequent sections of this chapter are structured

as follows: Section 3.1 introduces the research question that serves as the central focus
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and primary objective of our investigation. In Section 3.2, we present the study design,

followed by Section 3.3, which presents the findings of our empirical study. The principal

implications of our investigation are deliberated upon in Section 3.4, while Section 3.5

highlights the potential threats to its validity. Finally, Section 3.6 provides a comprehensive

analysis and draws insightful conclusions based on our study.

3.1 Research Questions

In particular, we address the following research questions:

• RQ1 - What are the evolution trends of code coverage within CI and

NOCI Projects?

Rationale: This research question aims to gain insights into the patterns and trends

of code coverage over time in projects with continuous integration (CI) and projects

without CI (NOCI). By examining the evolution of code coverage within these two

groups, we can identify any significant differences in how code coverage changes

over time between CI and NOCI projects. Understanding these trends can provide

valuable information about the impact of CI on code coverage and shed light on

the effectiveness of CI in improving code coverage over the course of a project.

• RQ2 - Is there a significant correlation between CI and code coverage

values?

Rationale: In RQ1, we examine the distinct patterns of code coverage trends between

CI projects and NOCI projects, which demonstrate a noticeable difference. Building

upon these findings, RQ2 delves deeper into a quantitative analysis of the code

coverage within our studied projects. The objective is to investigate whether the

adoption of CI is significantly correlated with improved code coverage. Establishing

a positive association between CI and code coverage values would provide evidence
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of the effectiveness of CI in positively influencing code coverage outcomes.

• RQ3 - What types of code changes affect the code coverage of CI and

NOCI projects?

Rationale: The rationale behind this research question is delve deeper into under-

standing the dynamics of code coverage evolution, RQ3 explores how different types

of code changes impact code coverage in projects with continuous integration (CI)

and projects without CI (NOCI).

3.2 Study Setup

In this section, we explain the design of our study. We describe how we select

the projects and collect the data for our analyses.

3.2.1 Subject Projects

To perform our investigations, we leverage the dataset made available by Nery

et al. (Nery, Costa, and Kulesza, 2019).

As mentioned before, our objective is to investigate the possible association

between the adoption of CI and the evolution of code coverage. This target demands

available of two different sets of study objects: (i) projects that have adopted CI at some

point in their lifetime (CI projects) and (ii) projects that, to the best of our knowledge,

never adopted CI have never adopted CI during their lifetime (NOCI projects).

We use their dataset because it contains projects that fulfill our requirements

(detailed in the following sections) and comprises two groups: CI projects and NOCI

projects.

The process of data collection for constructing both datasets, as elucidated by

Nery et al. (Nery, Costa, and Kulesza, 2019), is depicted in Figure 3.1 and Figure 3.2.
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To ensure that this thesis is self-contained, we explicate the methodology employed in

creating mentioned datasets, including supplementary procedures for collecting pertinent

data for our research.

The CI Dataset

The CI dataset consists of projects that eventually adopted CI during their

lifetime. As this dataset is used to analyze the evolution of code coverage before and

after adopting CI, it must have considerable historical data before and after the adoption

of CI. The CI dataset contains two years of data for each project, one year before and

one year after CI adoption.

Figure 3.1: CI Projects.

In step 1 (Figure 3.1), the 3,000 most popular GitHub projects (as measured by

the number of stars) were selected. These projects were written in Java, Python, Ruby,

PHP, and JavaScript. Next, projects that adopted a CI service were selected (TravisCI1

in this case). Since August 2019, GitHub has officially supported CI through GitHub

Actions (GHA). Although GHA has become the dominant CI service in the market, as

mentioned before, our study reuses a consolidated dataset used in other CI-related studies
1https://www.travis-ci.com
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(Bernardo, Costa, and Kulesza, 2018; Nery, Costa, and Kulesza, 2019), which is based

on projects that use TravisCI. These projects were carefully filtered and fulfilled our

requirements, as detailed below. We also need the entire CI history from such projects,

making other services like Jenkins2 inappropriate.

In Step 2, builds associated with projects on TravisCI were checked to select

projects that adopt CI. Projects without any build on TravisCI were removed. Addi-

tionally, the first TravisCI build date of a project was used as the moment at which a

project started using CI. Of the 3,000 projects, 1,784 remained after this stage (59.5%).

Afterward, toy projects3 (step 3) and projects with less than 100 linked pull

requests4 before and after CI adoption (step 4) were filtered out to improve the dataset’s

quality. 87 projects remained after steps 3 and 4. And for linked pull requests, we

understand any pull requests bind to a release.

87 projects remained after steps 3 and 4. To investigate the relationship between

CI and test code evolution (which includes test coverage), five projects, which did not

have any test code, were excluded (Step 5). A total of 82 projects remained.

Lastly, in Step 6, because our goal is to study the relationship between CI and

code coverage, we further process the dataset made available by Nert et al. (Nery, Costa,

and Kulesza, 2019). To collect the code coverage information, we set up and run each

version of the 82 projects in order to execute their test suites and compute the coverage

information. This task proved challenging for several reasons.

First, for each project version, we need to download all the involved libraries

(some of them old, unavailable, or dependent on the OS), configure the build tools (which

changed considerably from version to version, especially for JavaScript projects), and

2https://jenkins.io/
3Toy projects are small and simple projects that are created for learning or experimentation purposes

rather than for actual use. Toy projects are typically characterized by a small number of files, a
limited quantity of commits, and infrequent updates, often spanning a significant period of time.

4A linked pull request was defined as any pull request that is associated with a specific software
release (Bernardo, Costa, and Kulesza, 2018).
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run the tests.

Second, interpreting the result of tests is not trivial, as a failing test could be

due to a configuration error from our side instead of a real failure in a particular version

of the project, requiring us to debug and make assumptions about the domain knowledge

of the project. These challenges incur compiling and replicating the required environment,

using virtual machines, to execute the automated tests, and collecting the code coverage

data for each version of our projects, which made this task exceptionally time-consuming.

If a specific version (commit) was not compilable, we skipped it and proceeded to the

nearest compilable version (commit) within the same month.

Due to these challenges, we further sampled 30 randomly selected projects out

of the previous 82 projects (step 6 in Figure 3.1). We collected the code coverage

information for all versions of the remaining 30 projects (8 Python, 5 Java, 9 JavaScript,

4 Ruby, and 3 PHP projects).

The NOCI Dataset

The NOCI dataset consists of projects that never adopted CI. This dataset is

essential for checking the presence of bias in our observations (control data). For example,

if we observe an increase in code coverage after a project adopts CI, we can check whether

a similar trend occurs in the NOCI projects. If that is the case, it would be unreasonable

to conclude that CI could be a precursor for the improvement in code coverage (as NOCI

projects would also have presented such an improvement). Figure 3.2 illustrates the

process for building the NOCI dataset.

In Step 1, again, 3,000 projects with the most stars were selected. Next, projects

with at least one build in TravisCI were discarded (Step 2), since the NOCI dataset

must contain projects that have never adopted CI. Next, in step 3, to avoid studying

inactive and immature projects, we select projects that have at least four years of activity.
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Figure 3.2: NOCI Projects.

After this step, 392 NOCI projects remained.

In step 4, 82 projects were randomly selected from the previous step. The reason

for selecting 82 projects is to balance the samples between the CI and NOCI datasets.

The random selection process occurred in several iterations. First, a NOCI project was

randomly selected from the dataset. Then, two criteria were checked: (i) whether the

project is not a toy project and (ii) whether the project has a test suite available. If a

given NOCI project fails to fulfill both criteria, the project is discarded, and another

project is randomly selected to replace it.

Sizílio et al. (Nery, Costa, and Kulesza, 2019) also manually verified whether

projects contain configuration files from other popular CI services like Jenkins or

CircleCI5. All projects using another CI service provider were excluded. To strengthen

the certainty that the selected projects never adopted CI, the members of each project

were contacted via development channels and emails. This process was repeated until 82

NOCI projects remained to match the CI projects number.

Nery et al. (Nery, Costa, and Kulesza, 2019) received confirmation replies for

about 48% of the NOCI projects. For the remaining 52% of NOCI projects, they confirmed

the NOCI attribute by manually inspecting their code to find CI services configuration

5https://jenkins.io/
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files.

Lastly, due to the challenges involved in computing code coverage information

(as explained before), we further sampled 30 randomly selected projects out of the 82

NOCI projects (Step 5 in Figure 3.2). We collected the code coverage information for

all versions of the remaining 30 projects. We sought to maintain the same proportion of

projects across languages in the final dataset, ensuring that there was no more than a

5% difference in the number of projects for each language.

3.2.2 Collecting Versions

Once our projects are selected, we collect the versions of each project to perform

our analyses, since code coverage varies across versions. A version is the nearest commit

(snapshot) on the project’s default branch that occurred at the beginning of a month,

which can also be the end of a previous month (Zhao et al., 2017; Nery, Costa, and

Kulesza, 2019).

As our goal is to analyze the impact of adopting CI on code coverage, we collect

historical data before and after the adoption of CI. To determine when CI was adopted

in a project, we use the approach of previous studies (Zhao et al., 2017; Nery, Costa, and

Kulesza, 2019; Bernardo, Costa, and Kulesza, 2018), which considers the first build on

TravisCI as the reference point for when CI was adopted in a project. Commits made

after the reference point are categorized as belonging to the After-CI group, while those

made before are categorized as belonging to the Before-CI group.

Similar to Zhao et al. (Zhao et al., 2017), we disregarded 30 days around the

adoption of CI (15 days before and 15 days after), since it may represent an unstable

and noisy period for data collection (Zhao et al., 2017).

Figure 3.3 illustrates this process, where each red arrow indicates a checkout of

the nearest version. We collect 12 months of historical data before CI and 12 months
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after CI for each project.

Figure 3.3: Overview of versions selection process (Nery, Costa, and Kulesza, 2019).

Concerning NOCI projects, it is also necessary to establish a moment to divide

their history into two periods, which is important to double-check the observations found

when studying CI projects. One could argue that NOCI projects could be split based on

their coverage variation, where a peak in coverage could become the splitting-event time

point. However, if we consider the CI projects, we primarily consider the adoption of CI

as the splitting-event time point regardless of variations in code coverage. Thus, to ensure

a fair comparison between CI and NOCI projects, we follow the methodology applied

by Nery et al. (Nery, Costa, and Kulesza, 2019). Specifically, we select a splitting-event

time point for the NOCI projects that is proportional to their own lifetime.

To find this point in time for NOCI projects, we first analyze the CI projects to

compute the number of months before the adoption of CI. Next, we identify the time

that CI projects took to adopt CI in relation to their own lifetime. We found that the

median proportional time to adopt CI was 27.36% of the projects’ lifetime. As such, we

use 27.36% of a project’s lifetime as the splitting-event time point for NOCI projects.

We fetched 24 versions from each project, i.e., 12 versions before the splitting-

event and 12 versions after the splitting-event, for both CI and NOCI projects (see

Figure 3.3). For CI projects, the splitting-event is the adoption of CI, whereas, for NOCI

projects, the splitting-event is the 27,36% timepoint within the projects’ lifetime. The

Table 3.1 resumes all datasets.
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Table 3.1: Study datasets.

Dataset Definition
Before-CI The dataset includes the data of our CI projects before adopting

CI.
After-CI The dataset includes the data of our CI projects after adopting CI.

Early-NOCI The dataset contains the first 27,36% of the lifetime of our NOCI
projects.

Late-NOCI The dataset contains the remaining data of the NOCI projects

3.2.3 Collecting Coverage

Code coverage is a widely used quality metric with a long history in software

engineering (Vanoverberghe et al., 2011). Code coverage indicates the parts of the software

that are exercised by the test suite.

There is a wide variety of coverage metrics, including statement coverage, branch

coverage, edge-pair coverage, path, predicate, clause, and data flow coverage (Aghamo-

hammadi, Mirian-Hosseinabadi, and Jalali, 2021). Statement coverage, i.e., the number

of instructions executed by tests over the total number of instructions, is the simplest

but most commonly used coverage metric applied in studies on the evolution of code

coverage (Hilton, Bell, and Marinov, 2018; Gopinath, Jensen, and Groce, 2014; Ahmed

et al., 2016). Due to this reason, we choose statement coverage as our starting point.

We computed the coverage percentage (PC ) using the following formula: 𝑃𝐶 =

𝐸𝐿/𝑉 𝐿 where EL stands for executed lines and VL stands for valid lines (i.e., lines that

are not comments and blank lines).

Nevertheless, configuring, building, and running each project to compute the test

coverage requires considerable effort. Therefore, we sample 30 projects from the database

to analyze, according to the process presented in Section 3.2.1. We compiled, tested, and

collected the code coverage in each version of each project studied in this thesis. We

ran the builds on a set of Ubuntu 14.04 docker containers targeting a compatible and
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stable environment for the datasets, which include projects with versions dating back to

as early as 2012/2013.

We collected coverage information using the following coverage tools: Coverage.py6

to instrument Python projects, Open Clover7 for Java projects, Istanbul8 for JavaScript

projects, SimpleCov9 for Ruby projects, and PHP Unit Coverage10 for PHP projects.

To unify the output from all these libraries, we instruct them to produce two kinds of

format: Clover-formatted output and the Cobertura formatted output.

3.3 Results

In this section we disclose the motivation, approach, and results for our research

questions (RQ).

3.3.1 RQ1 - What are the evolution trends of code coverage

within CI and NOCI Projects?

Motivation

Although recent research has studied associations between CI and several software

development factors (Nery, Costa, and Kulesza, 2019; Beller, Gousios, and Zaidman,

2016), they have not investigated whether CI is associated with better code coverage in

software projects, which is an important investigation, since CI is known for its focus on

automated tests.

In this RQ, we study the evolution trends of code coverage in both CI and NOCI

projects. The trends will allow us to understand whether code coverage evolves differently

6https://coverage.readthedocs.io
7ttps://openclover.org
8https://istanbul.js.org
9https://github.com/simplecov-ruby/simplecov

10https://phpunit.de
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in CI projects compared to NOCI projects. For example, CI projects may be associated

with a rising trend of code coverage, whereas NOCI projects may be associated with

maintaining or falling trends of code coverage (or vice-versa). Our goal is to investigate

whether CI is associated with enhancements in code coverage.

Approach

To address this research question, we use both datasets containing 30 CI projects

and 30 NOCI projects, as explained in Section 3.2. We compare the CI projects against

the NOCI projects to study the potential differences in code coverage trends between CI

and NOCI projects.

The evolution of code coverage over time can be interpreted as time series data.

Therefore, we use the Dynamic Time Warping (DTW) algorithm to identify the dominant

trends of coverage evolution.

The Dynamic Time Warping (DTW) algorithm (Kate, 2016) is a robust method

used to measure the similarity between time series by aligning their offsets (Berndt and

Clifford, 1994; Salvador and Chan, 2007), meaning that two similar time series can be

grouped together even if they span over different time periods. As such, DTW allows us

to group coverage trends into clusters. Although DTW supports cluster discovery, we

must first set the optimal number of clusters (Milligan and Cooper, 1985), so they can

better represent the coverage trends. We use the Gap Statistic (Tibshirani, Walther, and

Hastie, 2001) approach to determine the appropriate number of clusters. We varied the

number of clusters from 2 to n-1, where n is the number of projects.

Results

Each plot in Figures 3.5, 3.4, 3.6 and 3.7 contains the distribution of code

coverage (Y-axis) across the versions of the CI or NOCI projects (X-axis). The vertical

dotted line indicates the moment at which CI was adopted (in CI projects), or the
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splitting-event in the lifetime of NOCI projects. We use the numbers on the top gray bars

of the plots to refer to a specific cluster in our observations.
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Figure 3.4: CI Projects - Maintaining Trend

Figure 3.4 shows that the centroids (i.e., the gray horizontal dashed lines) of

clusters 1 ( 9
30 projects) and 3 ( 6

30) of CI projects indicate a maintaining trend of code

coverage. However, although these are maintaining trends, they are stabilized at high

values (i.e., around or above 75%).
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Figure 3.5: CI Projects - Raising Trend
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Figure 3.5 shows clusters 2, 4, and 5, which reveal rising code coverage trends

of CI projects. Clusters 2 ( 8
30 projects) and 5 ( 3

30 projects) reveal a significant increase

in the code coverage, i.e., varying from 25% to 75%. On the other hand, cluster 4 ( 4
30

projects) reveals only a slight increase of code coverage (i.e., from around 13% to 25%).

Figure 3.6 shows the rising code coverage trends for NOCI projects. Only cluster

1 reveals a rising trend of code coverage ( 3
30 projects). We observe that the code coverage

for those projects stabilizes at values around below 65%, thus, lower than the values

observed in most of the rising trends of CI projects.
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Figure 3.6: NOCI Projects - Raising Trend

The remaining clusters shown in Figure 3.7 reveal maintaining code coverage

trends. Clusters 2, 3, and 10 containing 3
30 projects; clusters 4, 7, 8, 9, and 16 containing

( 2
30 projects; and clusters 5, 6, 11, 12, 13, 14, 15, and 17 containing 1

30 projects. Overall,

90% of NOCI projects reveal a maintaining trend of code coverage (27
30 projects).

When comparing the code coverage distributions between the before-CI and

after-CI periods, we observe a notable increase in the median code coverage following the

adoption of CI. In the before-CI period, the median code coverage is 0.663 with a mean of
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Figure 3.7: NOCI Projects - Maintaining Trend

44



0.72 and a standard deviation of 0.315. In the after-CI period, the median code coverage

is 0.79 with a mean of 0.629 and a standard deviation of 0.225. A Wilcoxon rank-sum test

reveals a statistically significant difference between the distributions (𝑝−𝑣𝑎𝑙𝑢𝑒 = 2𝑒−07).

Additionally, we calculate a Cliff’s delta of −0.2173, indicating a small but meaningful

difference in code coverage values. Thus, the improvement in coverage across sets is on

the order of magnitude of 10%.

In a similar vein, when comparing the code coverage distributions between the

early-NOCI and late-NOCI periods (as shown in Table 3.1), we observe the following

results. In the early-NOCI period, the median code coverage is 0.435 with a mean of

0.482 and a standard deviation of 0.293. In the late-NOCI period, the median code

coverage is 0.448 with a mean of 0.510 and a standard deviation of 0.287. Despite a

slight increase in code coverage during the late-NOCI period, our Wilcoxon test (with

alternative=’less’) indicates no significant difference between the early-NOCI and late-

NOCI periods (𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 0.1). Thus, the difference in coverage levels between the

early-NOCI and late-NOCI periods is negligible or statistically insignificant.

Findings 3.3.1

We observe more projects with rising trends of code coverage in CI projects (50%,
15
30) than NOCI projects (10%, 3

30). We also observe that maintaining trends differ,

as CI projects tend to stabilize their code coverage at a higher value than NOCI

projects.
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3.3.2 RQ2 - Is there a significant correlation between CI and

code coverage values?

Motivation

In RQ1, we observe a notable difference in code coverage trends when comparing

CI projects against NOCI projects. As such, in RQ2, we dive deeper and quantitatively

analyze the code coverage of our studied projects. The goal is to investigate whether the

adoption of CI has a significant association with better code coverage. This investigation

allows us to better understand whether CI has the potential to benefit code coverage.

Approach

To address this research question, we applied the regression discontinuity design

(RDD) (Imbens and Lemieux, 2008) to assess the potential association between adopting

CI and better code coverage. As this research question considers non-randomized trials,

as is often the case with software engineering data, techniques such as quasi-experiments

are suitable. The RDD is a robust quasi-experimental design to evaluate the presence

and extent of the impact introduced by an intervention (Cook and Campbell, 1979). It

works by assigning a cut-off above or below a given intervention. RDD assumes that the

trend would continue without changes if the intervention had not existed. In our study,

the intervention refers to the adoption of CI; a cut-off relates to the moment at which

CI was introduced. RDD has already been applied by existing research investigating

the potential benefits of CI (Cassee, Vasilescu, and Serebrenik, 2020; Zhao et al., 2017),

e.g., to study whether CI may influence software quality or productivity in software

development. Given that RDD fits the purpose of our research question, we apply RDD

in RQ2.

In this RQ, the RDD model was formulated in the following manner. Let 𝑌 be

the outcome of the dependent variable (coverage) of the project version with and without
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the effect of the intervention (i.e., using CI or not), respectively. 𝐷𝑖 ∈ 0, 1 represents the

intervention, which, in our case, refers to the moment at which a CI service was adopted.

Finally, 𝑋𝑖, as the forcing variable, represents the time in months from the start of the

observation period. It determines the value of 𝐷𝑖 with the cutpoint 𝑐. 𝐷𝑖 = 1𝑋𝑖 > 𝑐. We

can specify the following linear regression model to estimate the level and trend in 𝑌

before and after the adoption of CI:

𝐸[𝑌𝑖(𝑑)|𝑋𝑖, 𝐷𝑖] = 𝛼 + 𝛽 * 𝑐 + 𝜏 * 𝐷𝑖 + 𝛽 * 𝑋𝑖

Where 𝐸[𝑌𝑖(𝑑)|𝑋𝑖, 𝐷𝑖] represents the estimation of the coverage given 𝑋𝑖 and

𝐷𝑖; 𝜏 as the treatment effect, 𝛼 represents the intercept of a fitted regression line, and 𝛽

represents the slope. Solving the regression gives us the coefficients, which, if significant,

can help us reason about the effects of adopting CI, if any. We report on the models

having significant coefficients in the regressions (𝑝 < 0.05) as well as their effect size.

Results

We fitted an RDD model, as described above, to model the trend in coverage

levels over time as a function of the adoption of CI. Our data is centered around the

moment at which CI was adopted, having an equal number of points, 12, on each side.

The model is fitted by lm function in R. This function models a regression with the

Ordinary Least Squares (OLS) technique.

Figure 3.8 shows the outcome from the fitted model. A discontinuity is observed

after introducing CI. The dots represent individual coverage levels. In the center of

the plot, we note the cut-off point, before which are the samples after the adoption of

CI, and after which are the versions that precede the adoption of CI. The effect of the

intervention is estimated as a discontinuity between the intervention groups before and

after the cut-off point (the adoption of CI in our case).
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Figure 3.8: RDD model for CI Projects

Table 3.2 summarizes the results. We observe a statistically significant 𝐷 of

0.12710 in coverage, meaning that adopting CI increases code coverage. The R-squared

(𝑅2) is a measure that provides information about how well the data fits the regression

model (the goodness of fit).

Table 3.2: Coverage model Results.
Coefficients Estimate Std Error 𝜏 𝑃𝑟(> 𝜏)
Intercept 0.59177 0.01444 40.977 <2e-16 ***

D 0.12710 0.02042 6.223 8.27e-10 ***
Statistical significance is indicated by ***p<0.001, **p<0.01,*p<0.05

Figure 3.9 shows a boxplot of the 𝑅2 values for the analyzed projects. The

horizontal line represents the median of 𝑅2 values (i.e., 0.46652) for all projects. Indeed,

the linear model achieves an 𝑅2 value higher than 0.35 for 60% of the projects, and 50%

of them achieve an 𝑅2 value higher than 0.5, meaning that adopting CI can explain a

reasonable portion of the coverage variation.

On the other hand, we did not find any discontinuities when applying the RDD

model to the NOCI dataset (Figure 3.10).
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Figure 3.10: RDD model for NOCI Projects
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Findings 3.3.2

The statistical evidence indicates that adopting Continuous Integration is associated

with increased code coverage.

3.3.3 RQ3 - What types of code changes affect the code

coverage of CI and NOCI projects?

Motivation

In RQ1 and RQ2, we study whether CI is associated with the evolution of

code coverage in general. As our results reveal that CI has a significant association

with code coverage, we investigate how code coverage evolves in a finer granularity, i.e.,

we investigate different types of code changes that contribute to the evolution of code

coverage. For example, is CI associated with more legacy code being covered? Or is CI

associated with the removal of legacy and uncovered code, which ultimately increases

the total coverage? These are the type of questions we investigate in RQ3.

Current tools offer little support for understanding how changes to the source

code can affect code coverage (Hilton, Bell, and Marinov, 2018). From a naïve perspective,

code coverage increases when existing lines of code become covered and decreases when

existing lines are no longer covered. However, when considering code evolution, i.e.,

comparing two consecutive project versions, coverage can vary for diverse reasons. For

example, adding new and uncovered source code will cause code coverage to decrease.

Likewise, removing existing and uncovered source code will increase code coverage

without new tests. Finally, as one would expect, code coverage can be impacted due to

the addition or deletion of test code. In conclusion, there are several ways that code

coverage can increase or decrease. Our purpose with RQ3 is to study whether CI has a

strong association with the changes that impact the evolution of code coverage.
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Approach

To address this research question, we again use our dataset containing 30 CI

projects and 30 NOCI projects. We combine code coverage data with code change data to

identify the types of code changes that affect code coverage. For each project version, we

find the lines of code (LoC) added, modified, or deleted compared to the previous version

(i.e., the commit patch representing the changes between versions). To track lines of code

that have moved or shifted within the codebase, we employ the Git Diff command. This

allows us to compare each version of the code with its previous version and obtain a

list of added and removed lines. We also create a mapping that identifies the unchanged

lines by pairing the line numbers of each version. To generate these mappings, we use

the Git Diff command for each changed file and determine the line numbers for each

line as compared to the previous version of that file. We used a global identifier to track

the position of each line across the versions of each project. Lastly, we aggregate each

studied project version’s coverage and code change information. With this combined

information, it is possible to determine whether the increase or decrease in code coverage

occurs due to the addition of new LoC or deletion of existing LoC (covered or uncovered).

We group the change types of covered or uncovered LoCs into the categories shown in

Figure 3.11, taking the median number of LoC that contributes to each category and the

overall number of changes throughout the versions.

Results

Figure 3.11 provides an overview of how each type of code change contributes

to the variation in code coverage. Comparing the CI dataset with the NOCI dataset,

we observe that the coverage of new lines is responsible for nearly 16% of changes

in code coverage, whereas, in the NOCI dataset, only nearly 5% of the changes in

coverage are due to covering newly added lines. Indeed, a Wilcoxon test shows that CI
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Figure 3.11: How much each code change contributed to the net change in coverage.

is positively associated with the coverage of newly added lines (𝑝 = 0.0003 with a large

effect 𝑑 = −0.543).

Regarding the changes that increase coverage, we find that 40% of code changes

in CI projects increase the coverage, whereas only about 26% of code changes in NOCI

projects increase the coverage. A Wilcoxon test reveals that this difference is statistically

significant (𝑝 = 3.255𝑒 − 05 with a large Cliff’s delta of 𝑑 = −0.602). Furthermore, we

notice a statistically significant difference between CI and NOCI projects (𝑝 = 0.0016 with

a large Cliff’s delta of −0.475) regarding deleted test lines. CI projects lose more covered

lines because they have a higher coverage. Nevertheless, we do not have enough evidence

to reject the null hypothesis for the remaining types of changes, e.g., deleted untested

lines etc. Table 3.3 summarizes the obtained results for the CI and NOCI comparisons.

We now shift the focus of our analysis to investigate which types of changes

impact the code coverage during the before-CI and after-CI periods (for CI projects),

and during the early-NOCI and late-NOCI periods (for NOCI projects).

Figure 3.12 shows an overview of the prevalence of each type of code change
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Table 3.3: Results of statistical tests applied in NOCI and CI dataset
Metric Wilcoxon (𝑝) Cliff’s Delta

Added coverage to existing lines 0.398 -
Added new lines that are covered 0.0003*** -0.543 (Large)
Deleted untested lines 0.0821 -
Coverage lost on existing lines 0.9474 -
Added new lines that are not covered 0.948 -
Deleted tested lines 0.0016** -0.475 (Large)
Changes that increase coverage 3.255e-05*** -0.602 (Large)
Changes that decrease coverage 0.6125 -
Statistical significance is indicated by ***𝑝<0.001, **𝑝<0.01, *𝑝<0.05
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Figure 3.12: How much each code change contributed to the net change in coverage into
CI dataset.
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during the before- and after- CI periods. We observe that CI has a positive association

with the coverage of existing lines. The median and mean of existing and covered lines

during the before-CI period are 0.663 and 0.592, respectively. The median and mean of

existing and covered lines during the after-CI period are 0.7900 and 0.7189, respectively.

Our Wilcoxon test reveals a significant difference between the before-CI and after-CI

periods (𝑝 = 0.01966) with a small effect size 𝑑 = −0.243. Overall, the after-CI period has

14% more changes that increase the code coverage than the before-CI period (𝑝 = 0.04049

with a small effect size 𝑑 = −0.233). Nevertheless, we do not have enough evidence to

reject the null hypothesis for the remaining types of changes, e.g., deleted untested lines

etc. Table 3.4 summarizes the test results.

Table 3.4: Results of statistical tests applied in before-CI and after-CI dataset
Metric Wilcoxon (𝑝) Cliff’s Delta

Added coverage to existing lines 0.01966* -0.243 (Small)
Added new lines that are covered 0.1358 -
Deleted untested lines 0.3892 -
Coverage lost on existing lines 0.2621 -
Added new lines that are not covered 0.8553 -
Deleted tested lines 0.1332 -
Changes that increase coverage 0.04049* -0.233 (Small)
Changes that decrease coverage 0.04049 -
Statistical significance is indicated by ***𝑝<0.001, **𝑝<0.01, *𝑝<0.05

Regarding the NOCI projects, in Figure 3.13, we observe a statistically significant

difference (𝑝 = 0.02479* with a small delta of 𝑑 = −0.215) in the coverage lost on existing

lines. We also obtain a statistically significant difference (𝑝 = 0.03213) in deleted tested

lines with a small effect 𝑑 = −0.215. Similarly, with respect to deleted and uncovered

lines, a Wilcoxon test reveals a statistically significant (𝑝 = 0.01776) difference with a

small, but non-negligible effect (𝑑 = 0.234).

The remaining statistical tests show that we do not have enough evidence to reject

the null hypothesis for the other types of changes, corroborating the strong association
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Figure 3.13: How much each code change contributed to the net change in coverage into
NOCI dataset.

between the adoption of CI and an improved code coverage. Table 3.5 summarizes the

test results.

Table 3.5: Results of statistical tests applied in early-NOCI and late-NOCI dataset.
Metric Wilcoxon(𝑝) Cliff’s Delta

Added coverage to existing lines 0.06356 -
Added new lines that are covered 0.06018 -
Deleted untested lines 0.01776* 0.234 (Small)
Coverage lost on existing lines 0.02479* -0.215 (Small)
Added new lines that are not covered 0.812 -
Deleted tested lines 0.03213* 0.217 (Small)
Changes that increase coverage 0.4045 -
Changes that decrease coverage 0.5158 -
Statistical significance is indicated by ***𝑝<0.001, **𝑝<0.01, *𝑝<0.05

Reasons for the decrease in coverage. Analyzing the evolution of code

coverage during the after-CI period, we observe that some projects underwent substantial

reductions in code coverage levels across successive versions. We manually inspect the

issues, code commits, and pull requests to better understand these reductions in code
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coverage. These reductions were mostly observed in the Sensu11, Aframe12, Fog13,

and Gollum14, projects. Figure 3.14 shows the coverage evolution in these projects.

gollum/gollum sensu/sensu
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Figure 3.14: Projects with a sharp drop in code coverage at some point after CI adoption.

For example, pull request #30515, from the Sensu project, addressed a premature

termination of tests due to a timeout issue. To fix the premature termination, developers

increased the test waiting time, allowing for the proper completion of CI tests. If tests

are terminated prematurely, the code they exercise is not executed, which impacts the

computation of code coverage, i.e., if the test suite exercises fewer statements, there

exists an unexpected reduction in code coverage.

Another example is pull request #30316, also from the Sensu project, which

addressed caching issues. In that case, test code relies on variables in an external cache

server to test each code branch properly. Due to caching issues, tests failed to exercise

some code execution flows, consequently reducing code coverage (i.e., these execution

flows were not considered when computing code coverage). We speculate that this kind
11https://github.com/sensu/sensu
12https://github.com/aframevr/aframe
13https://github.com/fog/fog
14https://github.com/gollum/gollum
15https://github.com/sensu/sensu/pull/305
16https://github.com/sensu/sensu/pull/303
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of problem may indicate the use of naïve tests, as the tests relied on specific values that

would be present at Redis at a specific time. Inadequate testing is one of the main issues

in a CI environment (Pinto et al., 2018), potentially due to the lack of a testing culture

suitable to CI practices.

Concerning the Gollum project, we find that the most probable reason for

the drop in coverage is related to problems such as the one described in issue #64917.

The issue exposes that the test suite relies on a specific version of libxml2 in the CI

server (TravisCI). Thus, mismatch between library versions caused the breakage of

tests, which impacted the computation of code coverage. Indeed, existing research hints

that dependency management and version changes are two critical issues when building

and testing software systems (Pinto et al., 2018).

Concerning the Aframe project, we found issues where developers were trou-

bleshooting CI build failures. For instance, issue #51518 shows that setting up a CI

server can be challenging. For example, test failures occurred due to problems integrating

WebGL into the CI server, leading to a drop in coverage levels. The lack of integration

between WebGL and the CI server forced developers to inactivate related tests, leading

to a decrease in code coverage.

Reasons for the increase in coverage. Next, we investigate the substantial

increase in code coverage levels during the after-CI period for some of our CI projects.

In particular, we observe sharp increases in code coverage in the following projects:

Serverless19, and Kivy20. Figure 3.15 shows the coverage evolution for these projects.

The main reason for the increase in coverage levels is the improvements of test

suites. Projects like Serverless represent this trend; note the plot on the right side of

Figure 3.15. For example, in the Serverless project, it is possible to find issues such

17https://github.com/gollum/gollum/issues/649
18https://github.com/aframevr/aframe/issues/515
19https://github.com/serverless/serverless
20https://github.com/kivy/kivy
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Figure 3.15: Projects with positive change in coverage after CI.

as the following: Issue #108921 (“Write unit tests for Plugin methods”), issue #120322

(“Deep test coverage for awsCompileFunctions plugin”), and issue #327523 (“Return

code coverage to proud 100%”), i.e., issues addressing the lack of tests or the need to

improve existing tests.

Lastly, in the Kivy project (the plot on the left side of Figure 3.15), we observe

an 89% increase in issue reports and pull requests targeting test suites after adopting CI.

Pull requests such as #72124 (“add a test suite for App(), only two tests for now”), and

commits such as #3f76ea825 (“Added tests toward full coverage”) became a common-place.

Findings 3.3.3

CI projects tend to significantly increase the types of code changes that improve

code coverage (e.g., newly added and covered lines). NOCI projects tend to lose

coverage on existing lines.

21https://github.com/serverless/serverless/issues/1089
22https://github.com/serverless/serverless/issues/1203
23https://github.com/serverless/serverless/issues/3275
24https://github.com/kivy/kivy/pull/721
25https://github.com/kivy/kivy/commit/3f76ea8
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3.4 Discussions and Implications

3.4.1 Implications for Practitioners

The result of RQ3 (Section 3.3.3) indicates that projects that use CI generally

have better coverage than NOCI projects even before the adoption of CI. We also obtained

evidence that projects that do not adopt CI tend to lose coverage, especially on existing

lines. We conjecture that projects that happen to take care of their code coverage may

be better positioned to eventually adopt CI, which may boost the code coverage even

more (see RQ2 (Section 3.3.2) and RQ3 (Section 3.3.3). Therefore, we suggest that, even

if a project does not plan to adopt CI, minding its code coverage through a quality and

well maintained test suite can only help the project.

In RQ3 (Section 3.3.3), we study the different reasons (i.e., the code change

types) as to why coverage can increase or decrease in CI and NOCI projects. Given that

code coverage may fluctuate for a variety of reasons, we believe current tools should

show how the change in coverage has occurred over time. We conjecture that proper

visualizations of such changes over time (e.g., a project has increased its code coverage

due to an exceptional coverage of new lines) may encourage developers to maintain good

testing practices and increase their confidence, similarly to how CI is already known for

increasing the confidence of developers (Soares et al., 2022). Furthermore, a finer-grained

analysis of how coverage evolves may equip developers to better understand the current

state of their automated tests.

3.4.2 Implications for Researchers

Our research opens avenues for future empirical studies that address other cover-

age metrics such as branch, MC/DC, method, file, and path coverage. We acknowledge

that the relationship between CI and other coverage metrics can differ from the results
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obtained for statement coverage and CI, which was investigated in our research. In addi-

tion, our study uses data from public open-source projects, so further studies can consider

commercial projects. This is important as non-commercial projects may have a lower

release frequency than commercial projects, and their CI pipelines may be completely

different. Moreover, similarly to Felidré et al. (Felidré et al., 2019), a possible direction for

future work lies in investigating whether code coverage evolution is generally correlated

with the adherence to CI practices. Lastly, future studies can investigate whether better

visualizations for monitoring code coverage may influence the evolution of code coverage

(e.g., as developers would me more aware of how their code coverage evolves). Lastly,

future work may consider the expansion of our analysis to include project using GitHub

Actions.

3.5 Threats to the Validity

In this section, we discuss the threats to the validity of our study.

3.5.1 Construct Validity

Construct validity concerns the research design, i.e., whether it is inaccurate

in a way that it does not measure what it claims or purports. The statistical methods,

including two non-parametric tests Wilcoxon test (Wilks, 2011) and Cliff’s delta (Macbeth,

Razumiejczyk, and Ledesma, 2011), and Regression Discontinuity Design (RDD) (Imbens

and Lemieux, 2008) fulfill the requirements of this work once we are researching for

an association between CI and coverage and not necessarily causality. The potential

threats related to constructing validity mainly include the processes of collecting data

from projects. We mitigate this threat by relying on a consolidated dataset constructed

and validated by other studies (Bernardo, Costa, and Kulesza, 2018; Nery, Costa, and

Kulesza, 2019; Guo and Leitner, 2019).
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3.5.2 Internal Validity

Internal threats are concerned with the ability to draw conclusions from the

relationship between the dependent variable (code coverage) and independent variables

(e.g., use of CI, number of projects, and versions). Over the years, researchers have

proposed several coverage-based criteria, including statement coverage, branch coverage,

modified condition coverage, and others. We focused on statement coverage and recognized

that the relationship between other coverage metrics and CI could differ. However, this

is a starting study, and we plan to extend it to other coverage metrics in the future.

Furthermore, we only investigate open-source projects whose testing activities may differ

from commercial software. Given that our work is an exploratory study, we did not seek

causal relationships necessarily. Hence this category of risks is less important. Regardless,

we plan to include non-OSS in the study in the future.

3.5.3 External Validity

External threats are concerned with the extent to which we can generalize our

results (Perry, Porter, and Votta, 2000). In this work, we analyzed 1,440 versions of 60

popular open-source projects from GitHub. All CI projects adopt a popular CI server,

i.e., TravisCI. We excluded projects that do not use the most used CI services for

obtaining the NOCI dataset. However, we acknowledge that our results are restricted to

our projects’ setup (and potentially similar setups in other projects). Further analysis

(e.g., additional projects) should be performed in future work, which we are planning to

do.
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3.6 Conclusions

We investigated the potential association between CI and code coverage evolution.

We compared 30 CI and 30 NOCI projects to study whether the adoption of CI is

associated with better code coverage. In total, we studied 1,440 versions.

Our analysis showed that continuous integration can be empirically associated

with better code coverage. The coverage values after the adoption of CI were significantly

higher than before the adoption of CI. Moreover, after CI is adopted, the types of

code changes that increase code coverage also increased across our studied projects. We

also identified that CI projects revealed a lower tendency of losing covered lines when

compared to NOCI projects. Lastly, our study demonstrated that, after the adoption of

CI, there was no difference in the prioritization to cover new or existing code. Indeed, we

did not observe a statistically significant difference between new or existing code when it

came to becoming covered. Conversely, when we compared CI projects (before and after

CI was adopted) to NOCI projects, we noticed that the coverage of newly added lines

was significantly higher in CI projects.

Overall, our work does not only revealed that the adoption of CI is associated

with a stronger code coverage, but also revealed that projects that eventually adopt CI

tend to maintain a significantly better code coverage than NOCI projects throughout

their lifetimes. Our recommendation is that, if CI cannot be adopted from the beginning,

maintaining good levels of code coverage may place the project in a better position to

heap the benefits of CI at a later stage.
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4 Uncovering the Relationship

Between Continuous Integration

and Code Coverage: An

Exploratory Investigation

Despite the widespread adoption of continuous integration (CI) and code coverage,

there are still many unanswered questions regarding their relationship. In Chapter 3, we

quantitatively investigated this relationship and presented a positive association between

CI and code coverage. However, we did not explore the underlying mechanisms that

drive this relationship. To address this gap in knowledge and gain a comprehensive

understanding of developers’ use of CI and coverage, we conducted a two-part qualitative

study consisting of a preliminary exploratory phase based on a survey, followed by a

document analysis (see Chapter 5).

Our main aim is to gain a comprehensive understanding of the impact of

continuous integration (CI) on code coverage through a survey of developers working

on the studied systems. This approach will allow us (i) to gather additional qualitative

insights from developers that cannot be obtained through quantitative analysis alone; (ii)

to examine how developers utilize code coverage in the context of CI projects; and (iii) to
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validate our quantitative findings by comparing them with the developers’ perspectives.

The remainder of this chapter is organized as follows. Section 4.1 introduces

the research question that serves as the central focus and objective of our investigation.

In Section 4.2, we outline the study design, detailing the methodology and approach

employed to address the research questions. Section 4.3 presents the results, highlighting

the key findings and outcomes obtained from our study. We acknowledge the limitations

and constraints of our research in Section 4.4. Section 4.5 delves into the broader

implications for different stakeholders of our study. Finally, in Section 4.6, we draw

conclusions.

4.1 Research Questions

The following research questions guide our research:

• RQ4 - How the code coverage information is used in the CI projects?

Rationale: Our research question aims to explore how developers utilize code

coverage information in practice, i.e., their day-to-day coding activities. Specifically,

we are interested in understanding how valuable developers perceive code coverage

when writing and reviewing code.

• RQ 5 - Does the adoption of Continuous Integration increase the code

coverage?

Rationale: Qualitative investigation into the relationship between adopting Contin-

uous Integration and increasing code coverage can provide valuable insights that

quantitative metrics may not capture. Exploring the subjective experiences and

perspectives of developers can reveal nuances and complexities that quantitative

analysis alone may not capture. Qualitative research can uncover whether develop-

ers perceive an increase in code coverage after CI adoption and, if so, what factors
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they attribute this improvement to.

4.2 Study Design

In this work, we developed a survey based on the guidelines proposed by Kitchen-

ham et al. (Kitchenham et al., 2002), which includes six phases: planning, survey creation,

target audience definition, evaluation, survey administration, and result analysis. To

increase survey participation, we employed several principles recommended in the litera-

ture (E. Smith et al., 2013), including personalized invitations, and the use of closed,

direct questions. Prior to distributing the survey, we developed an initial draft and sought

feedback from colleagues and researchers. Based on their suggestions, we refined some of

the questions and explanations to improve their clarity and precision. Participation was

voluntary and the estimated time to complete the survey was 10-15 minutes.

Our data collection method involves surveying the developers of the CI projects

included in our study. To select the most active contributors, we gathered the names and

emails of all contributors using the GitHub Rest API and ranked them by the number of

contributions (commits) during the period analyzed in our previous study (see Chapter

3).

We aimed to select the top 20% of contributors (90 out of the total) from

each project and expected a response rate of one-third. By focusing on the most active

contributors, we hope to gather the most relevant and insightful data about the impact

of CI on code coverage in our selected projects. However, due to the insufficient number

of responses for our research, we had to modify our initial procedure. As a result, we

sent the survey to the top 40% (200) remaining active developers to try to increase the

sample size. In the end, we obtained 17 responses, resulting in a 5.86% of response rate.
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Table 4.1: Survey questions.

ID Section Question

Q1.0 Audience Have we correctly identified you as someone who

has contributed to the Ansible project ?

Q2.0 Demographic For how many years have you been developing

software?

Q2.1 Demographic How would you describe your main roles in the

project you work the most (e.g., core developer,

bug-fixer, reviewer) ? Choose all that apply.

Q2.2 Demographic How would you classify yourself in terms of ex-

perience using continuous integration?

Q2.3 Demographic Have you experienced the process of introducing

CI to a project that was not previously following

the practice?

Q3.0 Perceptions about CI

Adoption and Code

Coverage

To what extent do you agree with the following

statement: The Ansible project systematically

monitors code coverage?

Q3.1 Perceptions about CI

Adoption and Code

Coverage

How is coverage monitored in Ansible project?

Q3.2 Perceptions about CI

Adoption and Code

Coverage

Would you support the systematic monitoring

of code coverage in your CI pipeline? Why or

why not?

Continued on next page
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Table 4.1: Survey questions (continued)

ID Section Question

Q3.3 Perceptions about CI

Adoption and Code

Coverage

What are the main tools/frameworks that you

have used to monitor code coverage?

Q3.4 Perceptions about CI

Adoption and Code

Coverage

Do you find code coverage useful when authoring

code and/or reviewing code? Why or why not?

Q3.5 Perceptions about CI

Adoption and Code

Coverage

Do you believe that test suites with high code

coverage will typically find more real faults or

reduce the search space to find a bug? Explain

your reasoning.

Q3.6 Perceptions about CI

Adoption and Code

Coverage

What code coverage metric do you use in your

project (if any)?

Q4.0 Study Results When analyzing the code coverage of project

Ansible, we observed an increasing trend in code

coverage after CI was adopted. In your opinion,

is this increase in coverage related to the use of

CI? If yes, please explain. If not, which are the

reasons that you could associate with it?

Continued on next page
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Table 4.1: Survey questions (continued)

ID Section Question

Q4.1 Study Results There are many ways in which code coverage

can fluctuate. For instance, newly added and

uncovered code can reduce the overall coverage,

whereas the deletion of existing and uncovered

code can increase the overall coverage. In your

opinion, do you think CI influences how code

coverage fluctuates? If so, in what ways? If not,

why not?

Q4.2 Study Results Are there any development or testing prac-

tices/techniques/tools that were introduced after

the adoption of CI, which you believe must have

influenced the quality of your project? Could you

elaborate on the nature of such contribution?

Q4.3 Study Results Analyzing the evolution of code coverage, we

observe notable variations (increase/reduction)

in the levels of code coverage across successive

versions, as illustrated in graphic above (before

and after CI adoption). What are the main rea-

sons that explain such variations (e.g., broken

tests, inadequate test culture, code refactoring,

test suite improvement) ?

Continued on next page
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Table 4.1: Survey questions (continued)

ID Section Question

Q5.0 Ending Our Question-

naire

Would you like to be informed about our findings

and receive additional reports about the code

coverage of your project?

Q5.1 Ending Our Question-

naire

Would you be willing to be contacted for an

online follow-up interview at a time that is con-

venient for you?

Q5.2 Ending Our Question-

naire

If you checked yes on one of the two questions

above and have not yet left your e-mail, please

leave it below.

Q5.3 Ending Our Question-

naire

Do you have further comments for us?

Our survey consisted of 21 questions, 9 of which were open-ended (free-response).

Table 4.1 shows the survey questions. The survey was divided into five sections: (1)

Audience, (2) Demographic Questions, (3) Perceptions about CI Adoption and Code

Coverage, (4) Study Results, and (5) Ending Our Questionnaire.

1. Audience: As an initial step, we asked participants to confirm whether they had

contributed to the project under investigation. This allowed us to ensure that our

sample consisted of individuals with first-hand experience of the project, enabling

us to gather valid information about their perceptions and experiences.

2. Demographic: This group of questions aimed to gather information about the

technical backgrounds, expertise, and experience of the participants. It included

four demographic questions, namely, the number of years of experience in software
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development (Q2.0), the role they played in the project they worked on the most

(Q2.1), their familiarity with CI techniques (Q2.2), and whether they have ever

configured a project to use CI techniques (Q2.3).

3. Perceptions about CI Adoption and Code Coverage: In this section, we included seven

questions to gather information on participants’ perceptions about code coverage

monitoring and its impact on their projects. First, we asked for their opinion on an

affirmative statement about coverage monitoring in their project (Q3.0), followed by

a question on how coverage is monitored in their project (Q3.1). Then, we inquired

if they consider supporting systematic monitoring of code coverage in their CI

pipeline and their reasons for that decision (Q3.2). We also asked about the main

tools/frameworks they have used to monitor code coverage (Q3.3) and whether

they found code coverage helpful when authoring code and/or reviewing code. If

so, we asked them to elaborate on why they believe that (Q3.4). Furthermore, we

asked for their opinions on the usage of code coverage as a metric to assess test

suite effectiveness (Q3.5). Finally, we asked if they use any code coverage metric in

their project and, if yes, which one they use (Q3.6).

4. Study Results: We have questions about the results of our previous study (see

Chapter 3). In the first question (Q4.0), we presented charts related to each project

that depict the code coverage trends before and after the adoption of CI. These

charts were used to help participants reason about the behavior of code coverage in

their project. We began by asking for their opinions on the observed coverage trends

in their project. Next, we asked for their opinions on how the adoption of CI may

have influenced the fluctuations in code coverage (Q4.1), and whether they believe

that any development or testing practices, techniques, or tools introduced after the

adoption of CI can impact software quality. If so, we asked them to elaborate on

why they believe this is the case (Q4.2). Finally, we asked participants to explain
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any notable variations in the levels of code coverage on the charts and to discuss

their motivations for using CI techniques (Q4.3).

5. Ending Our Questionnaire: In this section, we asked participants if they would

like to be informed about our findings and receive additional reports about the

code coverage of their project (Q5.0) and their availability for an interview (Q5.1).

Lastly, we reminded them to leave an email for contact (Q5.2).

To give respondents the most flexibility, no question was mandatory. To avoid

unreliable responses, developers were free to skip questions that they did not feel confident

to answer.

4.3 Study Results

4.3.1 Demographics Analysis

In this section, we present basic demographic information about the participants

in our study. Figure 4.1 displays the distribution of years of development experience

among the participants in our survey (Q2.0). We observed that all participants have at

least five years of experience in software development, and a significant number of them

reported having twenty or more years of experience.

35.3%29.4%17.6%5.9%11.8%Q20

0 25 50 75 100
Percentage

Category
> 20 Years
10 − 15 Years
15 − 20  years
5 − 10 Years
NA

Figure 4.1: Experience across participants.

Among the respondents, 35.3% reported working in software development for

more than twenty years, while 17.6% had between 10-15 years of experience, and 5.9%
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had between 5-10 years of experience. A small proportion (11.8%) did not respond to this

question. These results indicate that the survey was answered by a highly experienced

group of software development professionals.

We also asked developers to indicate the roles they perform in the projects

they work on the most (Q2.1). Two participants did not provide any answer, and one

participant declared that they worked exclusively as a tester. The remaining participants

declared that they work in more than one role. The most common role mentioned was

Back-end/Core Developer, with 30% of the respondents, followed by DevOps Developer,

with 15% of the respondents reporting this role. Interestingly, one participant declared

that they work as a CEO, which was unexpected.

This result confirms the diversity of the audience for this survey, as all participants

who provided an answer stated that they work or have worked in a role related to

development. The roles mentioned included developers, bug fixers, testers, reviewers, and

others, highlighting the varied backgrounds and experiences of those who responded to

the survey.

The Q2.2 question inquired about the participants’ experience in using continuous

integration. The majority of respondents reported having experience with CI, which is

promising for our study as we can leverage their experience for the next set of questions.

Figure 4.2 summarizes the results of this demographic question.

52.9% 17.6%11.8%11.8% 5.9%Q2.2

0 25 50 75 100
Percentage

Category
Highly experienced
Experienced
Neutral
Highly inexperienced
NA

Figure 4.2: Experience of CI usage across participants.

As Figure 4.2 suggests, 17.6% of the respondents said that they are "Highly

Experienced" with CI techniques, 52.9% said that they are "Experienced", 11.8% are "Highly
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inexperienced", 5.5% are "Neutral", and no respondent mentioned being "Inexperienced".

It is worth noting that 11.8% of the participants did not respond to this question. These

results indicate that the survey was answered by an experienced group in CI techniques.

Lastly, in our Q2.3 question, we asked participants whether they had experience

introducing CI to a project that was not previously following CI. Figure 4.3 presents an

overview of our results.

11.8% 5.9% 82.4%Q2.3

0 25 50 75 100
Percentage

Category
Yes
No
NA

Figure 4.3: Experience level with adopting CI among participants.

Among the respondents, 82.4% of the participants mentioned that they have

some experience in adopting the CI process, whereas 5.9% of the participants declared

that they do not have any experience in the CI adoption process. It is noteworthy that

11.8% of the participants did not respond to this question. This experience is crucial

for our research purposes, as it can provide valuable insights and confirm some of the

findings from our previous study.

Although the number of participants in our study is relatively small, it is

important to note that the group consists of highly experienced developers with a strong

background in the adoption of CI practices. This gives us confidence that the insights

and perspectives gained from our survey are valuable.
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4.3.2 RQ4 - How the code coverage information is used in the

CI projects?

We analyzed the answers from the perceptions about CI adoption and code

coverage group of questions from the previous section to answer this research question.

Combining the answers for these questions, we can provide a comprehensive overview of

how developers use code coverage in the context of CI.

Initially, we asked participants to express their level of agreement with the

statement "The project XXX systematically monitors code coverage" (Q3.0). As we can

see in Figure 4.4, the majority of participants agreed with this statements.

41.2%5.9%11.8% 23.5% 11.8%5.9%Q3.0

0 25 50 75 100
Percentage

Category
Strongly agree
Agree
Neutral
Disagree
Strongly disagree
NA

Figure 4.4: Participants’ agreement with the statement on systematic code coverage
monitoring.

Among the participants, 53% indicated agreement with the statement that their

project systematically monitors code coverage (41.2% "Agree" and 11.8% "Strongly agree"),

while 11.8% indicated disagreement (5.9% "Disagree" and 5.9% "Strongly disagree"). A

small proportion (11.8%) did not respond to the question. This finding aligns with our

observations from the quantitative study presented in Chapter 3, where we speculated

that the majority of projects in the CI dataset have a culture of monitoring code coverage.

In the following three questions (Q3.1, Q3.2, and Q3.3), we asked respondents

how code coverage monitoring occurs in their projects. In question Q3.1, we asked

participants about how they monitor code coverage. We found that there were three

main approaches:

• Using coverage services (cloud-based solution): 23.5% of participants reported
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using a cloud-based tool that provides code coverage reporting and analysis. The

most commonly used tool was Codecov.

• Using coverage tools: Among the participants, 29.4% monitored coverage using

reports generated by coverage tools.

• Using mixed approach: 5.9% reported using a mixed approach, where coverage

monitoring was done using both traditional coverage reports and a cloud-based

service.

The remaining participants either did not know how to answer this question or

did not provide any feedback. However, it is noteworthy that none of the participants

explicitly declared that they do not monitor code coverage.

It is worth noting that out of the top 50 most popular Python software projects

hosted on GitHub, a significant majority (86%) use Coverage.py (Hora, 2021). However,

there is currently a trend towards presenting online coverage reports, integrating them

into CI/CD workflows, and facilitating code review. Tools like Codecov1 and Coveralls2

are capable of generating detailed coverage analysis for most programming languages,

making it easier for developers to monitor and analyze their code coverage. Our findings

are in line with this trend.

In question Q3.2, we further explored if the participants support the idea of

systematically monitoring code coverage in their CI pipelines. As shown in Figure 4.5,

35.6% of the participants responded positively, stating that they do support systematic

monitoring. On the other hand, 29.45% responded negatively, indicating that they do not

support it. 5.9% of participants said that it depends on the project context, and 29.4%

did not provide any answer.

Upon analyzing the responses of participants who did not support the systematic

1https://coverage.readthedocs.io
2https://coveralls.io
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Figure 4.5: Participants’ opinions on systematic code coverage monitoring in their CI
pipeline (Q3.2).

monitoring of code coverage in their CI pipeline, we found that the most commonly

cited reason was the high resource consumption and effort required to implement such a

process. P8 mentioned that "Not systematic. CI resources spend energy and we need to

save it". This observation is intriguing as it suggests that developers are not solely focused

on productivity in software development, but also on resource constraints concerns. Other

participants shared similar sentiments, with P7 stating that it requires "too much effort

compared to the gain", and P14 describing that it takes "a lot of time".

Analyzing the responses of participants who supported systematically monitoring

code coverage in their CI pipeline, the most frequently cited benefit was the ability to

detect unmaintained parts of the codebase. P4 highlighted the importance of systemati-

cally monitoring code coverage in the CI pipeline to avoid retaining dead branches of

code or untested parts, stating: "To ensure [we are] not keeping dead branches of code,

or untested parts". However, the potential for improving software quality was another

benefit mentioned, although no additional details were provided by respondents who

mentioned this benefit.

Lastly, we inquired about the tools and frameworks that participants have used to

monitor code coverage on a daily basis (Q3.3). The majority of respondents, representing

45.8% of all mentions, reported using Coverage.py. Tied for second place were PhpUnit,

JaCoCo, and OpenClover with 8.3%.

In the Q3.4 question of our survey, we aimed to determine whether code coverage
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is considered useful when authoring or reviewing code. Our analysis revealed that 80%

of respondents considered code coverage during the authoring process, while 13.3% did

not. 6.7% of participants did not provide any answer. We found a similar result when

analyzing the use of coverage during the code review process. The majority of respondents

(86.7%) made use of code coverage when reviewing code, while only 6.7% did not consider

coverage information, and another 6.7% did not provide any response.

In question Q3.5, we examined whether participants believed that test suites

with high code coverage are more effective in finding faults or at least reducing the search

space for a bug. Our analysis of the responses revealed that 33.3% of participants stated

that test suites with high code coverage are more effective, while 26.7% declared that

they do not believe this to be the case. 6.7% mentioned that the effectiveness of high

code coverage test suites depends on test quality, and another 13.3% were unsure or did

not provide an answer. Figure 4.6 presents an overview of our results.

13.3%13.3% 26.7% 13.3% 33.3%Q3.5
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Percentage
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Yes
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Figure 4.6: Participants’ views on the effectiveness of high code coverage test suites in
fault-finding (Q3.5).

Our analysis revealed technical reasons that could explain why some participants

did not consider code coverage as an effective test indicator or as a way to reduce the

search space for faults. Among these reasons, inadequate testing was cited as a common

issue. Participants mentioned that code coverage done by "dummy tests" is not helpful

and that tests with high coverage might miss edge cases or unexpected states that cause

faults. P10 argued that coverage only finds faults in simple, well-written standalone code,

which is not representative of most code. They believe that bugs tend to be in higher-level
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logic and are caused by unexpected states from side effects, which code coverage does

not measure.

As we can see in Figure 4.6, we observed that some respondents had different

views regarding the effectiveness of code coverage in fault-finding. For instance, P15

mentioned that in their experience, achieving 100% code coverage requires re-reading the

code and creating test cases, P15 stated: "Yes. In my experience, that’s true. Getting

to 100% coverage requires re-reading the code and creating test-cases. That’s when most

obvious bugs are eliminated". Similarly, P12 noted that code coverage can flag bugs by

identifying untested code paths, "yes, I have observed that already coverage itself was

able to identify a bug by showing that a code path isn’t followed".

It is worth noting that most of participants suggested not to use high code

coverage as a stipulated quality target. As argued by P11, "No. High code coverage often

means that code is structured to be covered, and protect against dead code". This suggests

that while coverage may be useful in detecting dead code, it may not be adequate for

finding faults in live production code. Furthermore, P13 emphasized that the effectiveness

of code coverage in fault-finding also depends on the quality of tests written. As P13

stated, "It depends on the tests. You can write tests with 100% coverage but not test

for any edge cases where multiple paths are part of the problem". This highlights the

importance of considering the comprehensiveness of test cases rather than just the code

coverage percentage.

In question Q3.6, we asked participants about the code coverage metric they use.

The most common metric used by participants was Statement/Line Coverage with 39.1%,

with participants citing its simplicity and speed as reasons for its popularity. Branch/De-

cision Coverage and Functional Coverage tied for second place at 17.4%, followed by

Statement Frequency Coverage at 8.7% and Path Coverage at 4.3%. Additionally, 8.7%

of participants reported not using any coverage metric, while 4.3% did not provide an
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answer.

These findings are consistent with those reported by Vassallo et al. (Vassallo et al.,

2016b), as we similarly found that statement coverage was the most commonly mentioned

metric among our survey respondents. This suggests that statement coverage remains a

widely recognized and valued measure of testing adequacy in software development.

Findings 4.3.1

Our study found that developers make use of coverage information both during

the code authoring stage and code reviews. According to the participants, code

coverage is useful for identifying trivial bugs, detecting uncovered code paths,

and potentially preventing bugs and controlling side effects when refactoring or

changing the code’s behavior, thus improving overall software quality. Additionally,

they systematically monitor code coverage, with the primary coverage metric being

statement/line coverage.

4.3.3 RQ5 - Does the adoption of Continuous Integration

increase the code coverage of software releases?

To address RQ5, we analyzed the claims made by participants in the results sec-

tion of our survey. While question Q4.0 directly asked if adopting Continuous Integration

increased code coverage, we also included the other questions from the "Study Results"

section to isolate certain variables and provide a more accurate answer.

In question Q4.0, we specifically inquired participants about the positive asso-

ciation between code coverage and CI, as identified in our study in Chapter 3. Figure

4.7 shows that 46.7% of respondents confirmed the increase in coverage is related to CI

adoption, while 6.7% disagreed with our result. 26.7% reported that they were unsure,

and 20% did not provide an answer.
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Figure 4.7: Participants’ views on positive association between Coverage and CI (Q4.0).

Our findings from research questions RQ1 (Section 3.3.1) and RQ2 (Section

3.3.2) are in line with these outcomes, as we had hypothesized a positive association

between the increase of code coverage and CI, and the majority of participants confirmed

the existence of such a relationship.

20% 6.7% 26.7% 46.7%Q4.0
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Figure 4.8: Participants’ views association between coverage fluctuation and CI (Q4.1).

Our results, as presented in Figure 4.8, indicate that 46.7% of the participants

stated that CI has an impact on coverage fluctuation, while 6.7% did not agree with

this statement. 26.7% were unsure about the relationship, and 20% did not provide a

response. These findings are aligned with the results reported in Section 3.3.2.

One scenario that may arise in this landscape is the need to control code coverage

fluctuations due to project requirements. Some participants shared that their companies

set boundaries for code coverage percentages. For example, P9 mentioned that "I’ve

worked for companies that set boundaries for code coverage percentage. Under a certain

percentage didn’t allow any drop in coverage; within a certain range only permitted

fluctuation of +/- 1% coverage; above a certain percentage there was no concern about

slight changes in fluctuation. Drops in coverage were not permitted to be merged without
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adding tests to improve code coverage". P15 shared a similar perspective, stating that

"If the project is enforcing a certain amount of coverage, there’s way less fluctuation".

Therefore, some projects may adopt policies to avoid significant code coverage fluctuations

after CI adoption.

The most frequently mentioned impact of CI on code coverage is related to

improved monitoring. Many participants highlighted that, in addition to project policies

that may require a certain level of code coverage for code contributions, CI makes it easy

to track changes in code coverage over time, enabling better maintenance. On the other

hand, participants who did not believe that CI had any impact on coverage fluctuations

generally did not provide detailed explanations.

To identify the factors that can impact software quality, we asked the participants

about any development, testing practices, techniques, or tools introduced after adopting

CI that they believed influenced the quality of their projects (Q4.2). We identified

four development and testing practices/techniques/tools that participants believe have

positively influenced the quality of their projects after adopting CI. These include

automatic tests, static analysis, functional tests, and continuous delivery.

Participants most frequently mentioned automated tests as a development or

testing practice that positively impacted their software quality. One participant men-

tioned that automated testing, although not specifically coverage, gave developers more

confidence to advance at a faster pace without fearing breaking anything in production.

Another respondent stated that being able to automatically test on many platforms and

specific problem areas, such as successful compilation and installation, helped improve

their software quality.

One participant provided an interesting insight into the use of functional tests,

stating that they go beyond just unit tests and include tests that represent real scenarios.

These tests are run in a simplified environment to reduce the cost of full integration
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tests. The participant’s comment highlights the importance of testing not only individual

units but also the interactions between components in a real-world scenario. By using

functional tests, teams can gain a more comprehensive understanding of how their code

performs in practical situations, without incurring the high costs associated with full

integration testing. In addition, P5 mentioned the importance of continuous delivery,

stating that "CD as that has really put the spotlight on producing code that actually really

works on deployment". Finally, a participant mentioned mutation testing, a technique

that can test the quality of test suites by introducing faults into the code and observing

if the tests can detect them.

Regarding tools, the most commonly mentioned one was linter. Participants

highlighted its role in detecting and preventing coding errors and enforcing code quality

standards. There were also mentions of automated AST-based refactoring tools and auto-

mated code-style fixers. These tools were seen as helpful in improving code maintainability

and reducing technical debt.

As part of the study, we asked participants to examine the changes in code

coverage across successive versions of their projects, before and after the adoption of

continuous integration (CI) (Q4.3). We presented the variations in code coverage levels

in a chart and asked participants to identify the main reasons for such changes, including

broken tests, inadequate test culture, code refactoring, and test suite improvement.

An inadequate test culture was cited as the primary reason for negative vari-

ations in code coverage levels across successive versions, as reported by the majority

of respondents. This finding is consistent with the results of our manual investigation,

which was presented in Section 3.3.3. However, during our analysis, we encountered two

noteworthy quotes from participants P4 and P5.

According to a statement by P4, legacy code was the reason for variations in

coverage due to the effort required to set up tests for older code, as described by P4 :
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"Legacy. Nobody wants to set up tests for older code, as it leads to much yack shaving... ".

There could be several reasons why people might avoid setting up tests for older code. One

reason could be that the code was written a long time ago, and the original developers

may no longer be available to guide how to set up the tests. Furthermore, inadequate

documentation can make it challenging to comprehend how the code operates and create

effective tests for it. Another reason is that testing older code can be time-consuming

and expensive. In some cases, it may require setting up an entirely new development

environment or toolchain, which can be a significant investment of time and resources.

Additionally, the code may not have been designed with testing in mind, making it

difficult to isolate individual components and write effective tests. Legacy code can also

lead to a phenomenon known as "yak shaving," which refers to the process of performing

a series of tasks that are not directly related to the desired outcome but are necessary to

achieve it. This can happen when working with older code because the code may depend

on outdated libraries or technologies or rely on specific hardware or infrastructure that

is no longer available. Consequently, developers may find themselves spending a lot of

time and effort "shaving yaks," i.e., dealing with these ancillary tasks, instead of actually

making progress on the code itself. It can be frustrating and time-consuming and may

discourage developers from working with older code in the first place.

P5 highlighted that fatigue can negatively impact code coverage levels as writing

tests can become monotonous and tedious over time. As P5 describes it, "As the novelty

of gamification fades, writing tests become a chore". This refers to the decreasing interest

or excitement that developers experience over the use of gamification techniques, such

as incorporating game-like elements in the process of writing tests. Several factors,

such as becoming accustomed to the technique or feeling that it is no longer effective,

may contribute to this decline in interest. Consequently, P5 is suggesting that the

initial motivation to write tests that was boosted by the gamification approach may
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decline, leading to lower code coverage levels. Furthermore, P5 highlighted that writing

comprehensive tests can also be repetitive and unexciting, which can lead to a lack of

motivation and lower code coverage levels. These findings suggest the need for further

investigation into the impact of legacy code on code coverage and the required effort to

maintain high code coverage levels throughout the software lifecycle.

Regarding positive variations, the primary reason was found to be the maturing

process of the project. We also found some mentions to enforce coverage policy after CI

adoption.

Findings 4.3.2

Most of the participants (46.7%) attributed the increase in code coverage to the

adoption of CI. However, this impression could have arisen from testing practices,

techniques, or tools not necessarily related to CI. Therefore, we asked participants

if they adopted any practices after adopting CI. All mentioned practices fell under

the umbrella of CI practices, which strengthens their claim about the association

between CI and coverage. In addition, upon analyzing our answers, participants

also associated coverage fluctuation with the proper use of CI practices.

4.4 Limitations

As an empirical study, our work has several limitations that need to be considered.

Firstly, our conclusions are based on a limited number of respondents. Although our

participants have diverse backgrounds and expertise, including CI adoption experience,

they also share certain characteristics, such as having many years of software development

experience.

Additionally, a significant limitation of our study is the low number of responses,

which limits the generalizability of our findings. Further investigations with larger sample
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sizes are needed to confirm and extend our results. Besides, our participants are open-

source contributors, so our findings may not be generalizable to developers working in

other contexts, such as companies or organizations that produce non-open-source software

systems.

Regarding the ethical implications of our email invitations, we are confident

that the risks and discomforts associated with the invitations are minimal. We took

precautions to protect the developers’ privacy by not sharing their email addresses and

ensuring that each developer was only invited once. Additionally, each developer was

free to choose whether or not to participate in the survey. Finally, the developers were

unaware of the total number of invitations sent and thus were not subject to any potential

issues related to mass email campaigns.

4.5 Implications

This work has implications for different kinds of stakeholders. Here we discuss

some of them.

Relevance for Researchers

In our study, we investigated the utilization of code coverage information in CI

projects and identified its significant role in the authoring and reviewing process. These

findings suggest a promising direction for future research to explore the potential benefits

of code coverage information during these stages in more detail.

Participants in our study indicated that the increase in code coverage values, as

observed in response to RQ1 (see Section 3.3.1), is linked to the CI adoption. This finding

strengthens our overall conclusions. Furthermore, we suggest that future research should

explore whether the evolution of code coverage is generally correlated with adherence to

CI practices. According to our participants, the observed increase in code coverage values
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is attributed to test automation. However, further research is required to substantiate this

conclusion. Another potential avenue for future research could investigate the effectiveness

of coverage policies to avoid significant coverage fluctuations.

To expand on our findings, our study revealed that developers encounter chal-

lenges in maintaining code coverage for legacy code. This highlights the need for future

research to investigate strategies and techniques that can help improve coverage for

legacy codebases.

Relevance for Practitioners

In our study, we explored how code coverage information is utilized in CI projects

and found that it plays a significant role during the authoring and reviewing process.

Moreover, our findings suggest that participants believe that leveraging code coverage

can enhance software quality, identify uncovered code paths, and potentially prevent

bugs. This investigation is particularly crucial for decision-makers such as team leaders,

as it can provide insights on how to explore code coverage information to achieve better

software quality.

In our study, we perceived a lack of testing culture as the main reason for notable

code coverage negative variation, which might motivate practitioners to place additional

care in providing testing courses and tools.

Relevance for Tool builders

Our findings suggest that developers take code coverage information into con-

sideration during the authoring and review process. In addition, our work also reveals

that there are multiple factors that can contribute to changes in code coverage levels

(see Section 3.3.3 for additional context). To address this challenge, tool builders should

strive to provide developers with more comprehensive coverage information that not only

shows what changed but also explains why coverage levels have increased or decreased.
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Our study also has implications for tool builders who create code coverage tools

and services. We identified that developers struggle to determine the reasons why code

coverage may increase or decrease. While current tools show the change in coverage,

they do not provide an explanation for the change. If developers are aware of how their

coverage is changing and are not expecting it to change based on their latest pull request,

they can then evaluate whether their tests are unreliable or if their latest change impacted

the system coverage in unexpected ways. Therefore, tool builders can explore ways to

provide more informative and transparent code coverage data to help developers better

understand the reasons behind the changes in coverage.

4.6 Conclusions

In our survey study, we aimed to explore the relationship between code coverage

and CI by identifying the most active developers from our CI dataset and conducting a

qualitative research analysis. Our findings unveiled several intriguing insights into the

relationship between code coverage and CI, including some less obvious ones such as a

lack of testing culture and the use of coverage during the authoring and review process.

For future research, we plan to broaden the scope of our study by gathering

more responses from a wider range of projects, including those that do not use CI. We

also aim to seek out additional CI projects to increase the number of responses in both

sets. Additionally, we plan to conduct semi-structured interviews with a selected group

of developers from our CI dataset to gain further insights and validate our findings.

Furthermore, we intend to triangulate our results with additional data sources to increase

the robustness of our conclusions.

Another avenue for future research could be to investigate the impact of code

coverage on software maintenance and evolution, and whether it can improve the under-

standability and maintainability of code. Finally, another possible direction for future work
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is to explore other code coverage metrics and techniques to gain a more comprehensive

understanding of their usefulness in the context of CI.
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5 Investigating Discussions on Code

Coverage in CI-Enabled Projects:

An Exploratory Document

Analysis

Previous research has demonstrated the benefits of continuous integration (CI)

in enhancing the overall quality of software projects (Soares et al., 2022). However, the

actual interplay between executing automated builds on a CI server and coverage remains

unexplored. We aim to address this gap by empirically investigating the interplay between

pull request discussions and the use of code coverage in CI projects.

This chapter represents the second part of our two-part qualitative study on

the relationship between CI and code coverage. In Chapter 4, we presented a initial

exploratory analysis.

Building upon the positive association between Continuous Integration (CI) and

code coverage demonstrated in our quantitative study (Chapter 3), we seek to delve

deeper into the specific aspects of code coverage that developers discuss during pull

requests. Since pull requests trigger CI builds, by gaining insights into the discussions

regarding code coverage during pull request conversations, we can better understand
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developers’ approaches to code coverage in the context of CI, identify challenges they

encounter, and explore effective strategies to address these challenges.

In the next section, Section 5.1, we explain the design of our empirical study.

The study procedure is described in Section 5.2. Section 5.3 presents the results and

discussions. The threats to the validity are discussed in Section 5.5. Finally, we draw

conclusions and avenues for future work in Section 5.6.

5.1 Study Setup

In this section, we explain the design of our study. We describe the data collection

process and the adopted methodology for each investigated research question. Figure 5.1

provides an overview of all steps involved in our project selection approach, which are

described over the next subsections.

Figure 5.1: An overview of our methodology.

5.1.1 Projects Selection

To carry out our empirical investigation, we need to generate a dataset containing

many pull request discussions from different consolidated projects that adopted CI at

some point in their history. The dataset should exclude non-relevant projects (e.g.,
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projects with sporadic traces of activity and contributions). The projects in the CI

dataset presented in Section 3.2.1 fulfilled all these requirements. However, at the time

of our study, the authors of the Faker.js project initiated a new project from scratch and

removed the old project from GitHub. Because of that, we removed this project from our

final dataset (Step 1 of the Figure 5.1).

5.1.2 Data Collection

In Step 2 (Figure 5.1), our goal was to collect the pull request discussions for

each project. Since all projects are hosted on GitHub, we used the GitHub Restful API1

to collect all data associated with its pull requests.

Each pull request contains a series of conversations (i.e., comments) discussing a

few topics concerning the committed code. We consider the whole sequence of conversa-

tions associated with a pull request and the pull request itself as a document. We collect

1,008,588 conversation documents from 104.785 users for our study.

All collected data were saved in a relational database to facilitate future querying.2

5.1.3 Data Filtering

Since our aim is to investigate the discussions about code coverage among

developers, we need to filter the documents that contain such discussions. To identify

these code coverage-related conversations from the documents, we have crafted the

following regular expressions:

"(\y(test(s)?) | (\ycover)” (5.1)

The above regular expression searches for words related to tests and coverage.

1https://developer.github.com/v3/
2The relational database used was PostgreSQL 15.2
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Specifically, it matches the word "test" or "tests" surrounded by word boundaries, or the

word "cover" also surrounded by word boundaries. The \y in the regular expression is

used to match word boundaries, ensuring that the regular expression matches only the

exact word forms specified. For example, the regular expression will match "coverage" or

"covering", but not "discovery", because the word boundary modifier at the beginner of

(\ycover) part. The | operator allows the regular expression to match either the first or

the second expression.

Consequently, any document that satisfies the aforementioned regular expression

is considered eligible for analysis. Following the implementation of these filters, Step 3 in

Figure 5.1 reveals that 91,256 documents remained out of the original 1,008,588 selected

documents. However, not all matched documents are necessarily related to coverage

discussions. In other words, the regular expression may produce false-positive errors.

We manually inspected each candidate document to eliminate any erroneous

matches in Step 4, as shown in Figure 5.1. At last, a dataset comprising 26,210 documents

was assembled after applying all steps.

5.2 Analysis Procedure

Our objective is to gain insight into the topics and issues discussed by developers

regarding code coverage. To achieve this, we transitioned from the quantitative domain

and adopted a qualitative approach called Document Analysis (Bowen, 2009). One of

the primary advantages of this approach is that documents are considered "unobtrusive"

and "non-reactive", indicating that they remain stable and can be read and reviewed

numerous times without being impacted by the research process (Bowen, 2009).

Our document analysis methodology, depicted in Figures 5.2 and 5.3, comprises

two main phases: (i) an inductive phase; and (ii) a deductive phase.
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5.2.1 Inductive Phase

The first phase employs an inductive approach to identify the main discussion

topics among developers regarding code coverage. To this end, we considered a represen-

tative sample with a confidence level of 95% and a confidence interval of 5%, resulting in

samples with 380 documents selected from a population of 26,210 documents.

Figure 5.2: An overview of the Inductive phase.

Subsequently, the main and the secondary coder independently scrutinized all

the selected pull request discussions from the same sample and created themes based on

the topics discussed in these pull requests. At last, the main coder discussed the themes

and their meanings with the secondary coder. After several iterations and reflections, a

complete set of themes was generated (see Section 5.3.1 for the complete set of themes).

5.2.2 Deductive Phase

Once the set of themes is created (see Section 5.3.1), the second phase uses

the generated themes to guide our deductive analysis. In this deductive analysis, the

main coder and a third coder independently assessed all documents from the another

representative sample (i.e., a different sample than the one used in the inductive phase).

Unlike the previous phase, this phase focuses on measuring the accuracy of our perception

of the debate within a pull request comment.

Given that our dataset involves a multi-rater multi-label scenario, we employed

both Fleiss’s Kappa (Hripcsak and Heitjan, 2002) and Krippendorff’s Alpha (𝛼) (Krip-
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Figure 5.3: An overview of the deductive phase.

pendorff, 1970) as measures of inter-rater reliability. Fleiss’s Kappa assesses the level of

agreement among raters when multiple categories are being evaluated and considers the

possibility of chance agreement. It can accommodate nominal, ordinal, or interval data

and is specifically designed for situations in which there are multiple raters and categories

that may only partially agree with one another. Similarly, Krippendorff’s Alpha is a

versatile agreement measure that can handle any level of measurement (nominal, ordinal,

interval, or ratio) and any number of raters. Like Fleiss Kappa, it is capable of handling

partially agreeing raters. Krippendorff’s Alpha offers the advantage of managing missing

data, which is especially helpful in cases where certain items have not been rated by all

raters.

In conclusion, both Fleiss Kappa and Krippendorff’s Alpha are suitable inter-

rater reliability measures for cases where multiple raters and multiple categories are

being assessed and can accommodate partial agreement among raters.

In the context of a multi-label problem where N documents need to be anno-

tated using themes from a set of themes, we adopted the subsequent methodology for

calculating agreement for multi-label annotation. First, we selected a weighted agreement

coefficient, such as Krippendorff’s Alpha and/or Fleiss Kappa, to measure the extent

of agreement among annotators. Next, we determined the method for computing the

distance between two sets of themes. Among the potential alternatives, we considered
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the MASI distance (Bannard and Callison-Burch, 2005) and Jaccard Jaccard (Salton

and McGill, 1986).

Jaccard distance measures the dissimilarity between two sets by calculating the

ratio of the size of the intersection of the sets to the size of their union. It ranges from 0

(complete similarity) to 1 (complete dissimilarity) (Weng et al., 2008). The formula for

Jaccard distance is:

𝐽(𝐴, 𝐵) = 1 − |𝐴 ∩ 𝐵|
|𝐴 ∪ 𝐵|

Where A and B are two sets, |𝐴 ∩ 𝐵| is the size of their intersection, and |𝐴 ∪ 𝐵|

is the size of their union.

MASI distance is a variation of Jaccard distance that calculates the similarity

between two sets by taking into account the size and overlap of their segments (Frantzi

and Ananiadou, 2000). It ranges from 0 (complete similarity) to 1 (complete dissimilarity).

The formula for MASI distance is:

𝑀𝐴𝑆𝐼(𝐴, 𝐵) = |𝐴 ∩ 𝐵|
|𝐴| + |𝐵| − |𝐴 ∩ 𝐵|

where A and B are two sets, |𝐴 ∩ 𝐵| is the size of their intersection, |𝐴| is the

size of set A, and |𝐵| is the size of set B. MASI distance penalizes for false positives, i.e.,

items that are present in one set but not in the other, and false negatives, i.e., items that

are present in the other set but not in the current set.

The following Table 5.1 summarizes the results obtained for Fleiss Kappa and

Krippendorff’s Alpha, using the Jaccard and MASI distances.

Table 5.1: Inter-rater reliability measures.
Measure Jaccard MASI
Fleiss Kappa 0.6437 0.6159
Krippendorff’s Alpha 0.6288 0.6032
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Krippendorff’s alpha and Fleiss Kappa are both metrics that measure inter-

rater agreement, with their values ranging from -1 to 1. A value of 1 represents perfect

agreement between the raters, while a value of 0 suggests that the raters are guessing

randomly. Negative values indicate that the raters are systematically disagreeing, which

means that they are not able to come to a consensus on the coding of the data. While there

is no consensus on the cutoff values to use for subjective labels like ‘strong’ agreement

when interpreting Krippendorff’s alpha and Fleiss’ Kappa, some standard guidelines have

been proposed in the literature. In this study, we adopt the interpretation presented in

Table 5.2 (Koo and Li, 2016).

Table 5.2: Interpretation of Krippendorff’s alpha and Fleiss’s Kappa coefficients.
Coefficient Interpretation

0-0.20 Slight agreement
0.21-0.40 Fair agreement
0.41-0.60 Moderate agreement
0.61-0.80 Substantial agreement
0.81-1.00 Almost perfect agreement

The results demonstrate substantial agreement across all metrics used (Table

5.1). As a result, we have been able to consolidate the theme set and achieve a high level

of alignment in the meaning of each theme. Finally, the main coder used the final set of

themes to assess all documents in the dataset.

5.3 Results

In this section, we report on the themes that emerged from our document analysis

(Section 5.3.1) and provide an in-depth analysis of each theme (Section 5.3.2).
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5.3.1 Summary of Themes

In this section, we provide a summary of the themes that emerged from our

document analysis of pull request discussions related to code coverage. These themes were

identified through an inductive analysis of a representative sample of 380 pull request

discussions, gathered from a larger dataset of 26,210 pull request discussions. The themes

represent the key topics and issues that developers discussed in relation to code coverage.

By summarizing these themes, we aim to provide a high-level overview of the main

findings of our study and highlight the most salient points for further discussion and

analysis.

Coverage Measurement. This theme emerges whenever there is an explicit

indication of the need to measure the coverage or coverage report found at issues or pull

requests. This theme represents 16.93% of all mentions.

Coverage Maintenance. Whether there was an effort related to maintaining

or improving coverage. Out of all mentions, 6.06% pertain to this theme.

Encourage Coverage. Whenever there are clear discussions related to encour-

aging coverage. For example, discussions about identifying or requesting to solve a lack

of coverage, requests for coverage tools, etc. We highlighted that 0.53% of all mentions

are classified under this theme.

Reflecting on Coverage. This theme denotes discussions that revolve around

the overall system coverage, such as discussions about coverage level status. This theme

provides insights into how developers evaluate the coverage of a system as a whole and

can reveal patterns or trends in how they approach and think about code coverage. We

pointed out that this theme makes up 1.44% of all mentions.

Coverage Debt. Coverage debt is a term commonly used in software develop-

ment to describe the gap between the actual code coverage achieved by a software project

and the expected or desired level of coverage. This theme emerges whenever there is an
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explicit indication that the current coverage level is insufficient, but developers fail to

address it due to constraints such as a lack of resources or time to develop and maintain

tests. Our analysis revealed that this theme constitutes 0.22% of all mentions.

Lack of coverage. Whenever there was a report of a lack of coverage. This

theme means that developers recognize that certain features of the software are not

tested, and as a result, potential bugs or errors may remain undetected. It is essential to

distinguish lack of coverage from coverage debt, as the former denotes an issue where

a particular aspect of the software has not been tested, while the latter indicates the

accumulation of gaps in test coverage over time due to various factors, such as resource

limitations or inadequate test design. We drew attention to the fact that this theme

accounts for 0.38% of all mentions.

Coverage Constraints: This theme arises when there are limitations in the

coverage environment that impose restrictions on activities related to code coverage. It is

worth noting that 0.06% of all mentions are attributed to this theme.

Coverage Configuration. This theme refers specifically to the process of

setting up and configuring the coverage analysis tool that will be used to measure code

coverage during testing or existing practices. This can include selecting the appropriate

tool, configuring its settings, and integrating it with the development environment. Our

analysis revealed that this theme constitutes 0.97% of all mentions.

Coverage Support. This theme refers to discussions or actions related to

improving the effectiveness and efficiency of the tools used to measure code coverage. It

can include identifying new tools or features to support coverage analysis, improving the

integration of existing tools with the development environment, or providing training

and support to developers to help them better use the tools. We drew attention to the

fact that this theme accounts for 0.06% of all mentions.

Coverage Computation. Coverage computation is the process of measuring
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the level of code coverage achieved by software testing. This theme emerges whenever

there are clear discussions on how coverage should be computed. Our analysis revealed

that this theme constitutes 0.03% of all mentions.

Coverage Scope. This code denotes the scope in which coverage will be

calculated. It refers to the extent or range of code that is subject to testing or measurement

in a software project. For example, we will only perform coverage on this module, not

the others. This theme represents 0.03% of all mentions.

Coverage Strategy. This code emerges when there is a plan or guideline for

achieving a desired level of code coverage. It may specify the types of tests to be used,

such as unit tests, integration tests, or functional tests, as well as the coverage metric,

such as branch coverage, path coverage, etc. Additionally, it may also define a schedule

for achieving coverage goals. Out of all mentions, 0.12% pertain to this theme.

Coverage Inquiry. Whenever there were questions or uncertainties related to

code coverage. These discussions aim to clarify and address any issues or gaps related to

code coverage. By addressing these questions, developers can ensure that the coverage

process is comprehensive. This theme represents 0.39% of all citations.

Coverage Challenge. This theme refers to difficulties or obstacles that devel-

opers encounter when attempting to achieve a certain level of code coverage in a software

project, which are unrelated to external constraints in the coverage environment. Our

analysis revealed that this theme constitutes 0.47% of all mentions.

Coverage Threshold. This theme refers to conversations or debates among

developers regarding the minimum acceptable level of code coverage for a given software

project or component. These discussions typically involve establishing a coverage threshold,

the minimum percentage of code that automated tests should cover. Coverage threshold

discussions aim to establish a common understanding among team members about the

level of testing required to ensure quality and reduce the risk of defects in the software.
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Out of all mentions, 0.01% pertain to this theme.

Unknown. Whenever there is not enough information to classify a document.

This theme represents 1.03% of all mentions.

Unrelated. This theme is used to indicate the presence of a document that is

unrelated to the research and was not filtered out by the screening process. 72.46% of all

mentions are classified under this theme.

5.3.2 In-Depth Analysis of Themes

After identifying the themes that emerged from our document analysis, we now

present an in-depth analysis of each theme. Our aim in this section is to provide a

detailed understanding of the discussion topics (themes) related to code coverage that

developers discussed in pull request discussions. For each theme, we discuss the frequency

of occurrence, the context in which it was mentioned, and the main points that emerged

from our analysis. By delving into each theme, we hope to shed light on the different

perspectives and experiences related to code coverage in software development projects

To ensure a more targeted discussion in this subsection, we will exclude the

Unrelated and Unknown themes from our analysis, as they represent false positives

and unclassified documents, respectively. By excluding these themes, we aim to focus our

analysis on the documents directly related to code coverage, reducing the dataset noise.

Thus, in this section, we only considered the 6,949 documents from 26,210 documents.

Figure 5.4 presents a visualization of the discussion topics (themes) that emerged

from our inductive analysis (detailed in Section 5.2). The main object of analysis, which is

the code coverage, is situated at the center (or root) of the network. The second-level (or

axial) themes are related to discussions on Coverage Strategy, Coverage Issues, Coverage

Report, Coverage Discussions, Coverage Tools, and Coverage Maintenance. The third-level

themes are more specific and are grouped based on their relationship with the second-level
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themes. Table 5.3 shows the high-level themes and their definitions, except for Coverage

Strategy and Coverage Maintenance, which are defined in Section 5.3.1.

Figure 5.4: An overview of themes that emerged from our inductive analysis.

5.3.3 Coverage Report

The Coverage Report axial theme encompasses reports generated manually or

automatically that indicate the percentage of code covered by tests. In our dataset, we

identified 4537 (17.31%) citations related to this theme, with 4438 (63.87%) citations

relating to Coverage Measurement and 99 (1.42%) to Lack of Coverage.

For instance, we encountered comments expressing concerns about no coverage

at all:"This module (and basically all of mpl_toolkits) currently has no test coverage",
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Table 5.3: High-level Themes emerged from the Document Analysis.
High-level themes Description
Coverage Report This theme refers to reports that can be generated manually

or automatically, indicating the percentage of code covered by
tests.

Coverage Issues Denotes problems or challenges related to achieving or main-
taining adequate test coverage in software development.

Coverage Discussion Refers to debates and reflections about the current level of code
coverage and the possible implications of it. These discussions
can involve topics such as identifying areas of the codebase
that require additional testing and analyzing the impact of
test coverage on software quality

Coverage Tools This theme refers to conversations or debates among developers
about the different coverage tools or coverage support tools.

low coverage levels, such as: "Numbers are scary low: 50% line coverage, 55% function

coverage, and 23% branch coverage", and positive feedback about good coverage levels,

such as: "Code coverage for this is solid. The only areas to consider improving are: -

Core/HermitePolynomialApproximation - 79% - lots of important looking math is not

called. - DynamicScene/CzmlDefaults.js - 80% - no call to createVisualizers". We also

observed several comments celebrating 100% coverage, such as: "Coverage is 100%, and

all the comments have been addressed. Let me know if there is anything else".

These comments indicate that developers place importance on both overall

coverage and patch coverage. It is worth noting that patch coverage exhibits significant

variability across different projects. Notably, the correlation between patch coverage and

overall coverage, as pointed out by Hilton, Bell, and Marinov (2018), is not evident.

Remarkably, we discovered that certain projects employ distinct coverage metrics,

as mentioned in the initial comment. These metrics can concentrate on specific aspects

of code coverage, such as statement coverage, branch coverage, or path coverage. By

utilizing multiple metrics, projects aim to achieve a more comprehensive understanding

of their codebase and ensure that different coverage criteria are effectively addressed.

Our analysis indicated that the overwhelming majority of coverage reports,
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approximately 92%, were automatically generated by tools designed to monitor code

coverage, with Codecov3 and Coveralls4 being the most commonly used ones. These tools

perform similar tasks by commenting on pull requests about code coverage.

For projects that adopt these tools, we observed a slight increase in the median

number of comments on merged pull requests. This increase may be attributed to

contributions reducing code coverage, leading to discussions between maintainers and

contributors. We can identify these through the presence of comments related to "lack of

coverage" and "encourage coverage" during the discussions.

Notably, the increase in comments was most pronounced in the initial phase

after the bot adoption, as contributors may have been unfamiliar with the tools’ feedback.

Interestingly, we observed that the median number of comments on merged pull requests

tends to decrease each month after this initial phase. Our observations are inline with the

results report by Wessel et al. (Wessel et al., 2020). The authors reported that after the

adoption of the code review bot, they observed a slight increase in the median number

of comments on merged pull requests. This increase could be due to contributions that

significantly decreased the code coverage, leading to discussions between maintainers and

contributors. This effect was most pronounced in the initial phase after the bot adoption,

as contributors might be unfamiliar with the bot’s feedback. Therefore, we believe that

we detected a similar phenomenon.

In summary, the analysis of the Coverage Report axial theme revealed that

coverage reports, which indicate the percentage of code covered by tests, played a

significant role in the discussions during pull requests. A substantial number of citations

were related to coverage measurement and the lack of coverage. The comments expressed

concerns about no coverage, low coverage levels, positive feedback about good coverage

levels, and celebrations of 100% coverage. These comments indicate that developers place

3https://github.com/marketplace/codecov
4https://github.com/coveralls
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importance on monitoring overall and patch coverage. Additionally, the analysis indicated

that most coverage reports (approximately 92%) were automatically generated by tools

specifically designed to monitor code coverage. Popular tools like Codecov and Coveralls

were commonly used for this purpose. These tools comment on pull requests about code

coverage, facilitating discussions between maintainers and contributors. Therefore, based

on the findings, it can be concluded that projects do actively monitor code coverage and

engage in discussions related to coverage issues during the pull request process.

Findings 5.3.1

We found evidence that some CI projects are monitoring code coverage, as indicated

by the presence of automatic coverage reports and a substantial number of citations

related to coverage measurement and the lack of coverage. This observation is

consistent with the self-reported monitoring practices of developers mentioned in

our qualitative study (see Chapter 4).

5.3.4 Coverage Issues

The high-level Coverage Issues theme identifies, through PR discussions, debates,

and reflections among developers, the challenges (Coverage Challenge), uncertainties

(Coverage Inquiry) or constraints (Coverage Constraint) related to code coverage in soft-

ware development. Coverage Issues theme comprises only 0.92% of the topics, indicating

that while code coverage is a well-known topic, it is not a significant issue in most of the

projects analyzed.

The Coverage Challenge is the most prevalent issue identified in the Coverage

Issue high-level theme, accounting for 1.76% of all mentions. One of the most common

challenges reported by developers is related to the integration between Continuous

Integration (CI) and coverage tools. For instance, one developer encountered issues
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generating coverage data using the lcov tool, as shown in the quote, "I’m not entirely sure

what is going on. In travis.yml I’m trying with tape which generates lcov data, but it seems

to fail somewhere". Another developer split tests to avoid timeouts caused by enabling

coverage reports, as indicated in "Split vyos tests to avoid timeouts with coverage".

These examples highlight developers’ significant challenges in seamlessly integrat-

ing their CI systems and coverage tools. The lack of tool integration emerges as a prevalent

challenge developers face, reinforcing the findings of our previous survey study (Chapter

4). During interviews, participants expressed a strong desire for enhanced integration

between their CI systems and coverage tools. These sentiments further underscore the

importance of addressing the issue of tool integration to streamline the development and

testing processes and improve overall code coverage practices.

In addition to the aforementioned challenges, developers encounter difficulties

when dealing with enabled coverage reports for browsers, determining when tests are

completed, and notifying workers of completion, as mentioned in "enabled coverage reports

for browsers Solves #8632: Yes. You still need to figure out when the tests have completed

and notify the worker of completion". The quote, "With coverage enabled, the 2016 hosts

are getting close to the group limits and sometimes even exceed the timeouts", highlights

the challenge of enabling coverage while encountering timeouts and exceeding group

limits.

Moreover, while CI tools offer flexibility in their usage, they often require

extensive configuration, even for simple workflows. This complexity is further amplified

when integrating with coverage tools, making the process more challenging for developers.

In light of these challenges, developers must carefully navigate the complexities

of enabling coverage reports, managing test completion, and integrating coverage tools

within their CI workflows. Finding effective solutions and streamlining the configuration

process can help alleviate these difficulties and facilitate seamless integration between CI

105



and coverage tools.

Finally, the quote, "To my knowledge, we are working through some testing

decisions about how we will properly test both process models without overloading the CI

infrastructure, but still get enough coverage", highlights the challenge of balancing testing

needs and CI infrastructure. The developer is trying to test both process models without

overloading the CI infrastructure while still ensuring enough coverage.

Interestingly, our findings reveal that developers often face trade-offs between

test execution speed and coverage accuracy. Nevertheless, the incorporation of extra

tests within the CI pipeline may decrease the overall efficiency of the process, which is

also viewed as a concern by developers. Rothermel et al. identified a trade-off between

accurately testing code and managing build times as a challenge (Rothermel et al., 1999).

This trade-off also affects coverage reports. Tool developers can assist developers by

creating tools to conveniently execute subsets of their testing suites (Yoo and Harman,

2012).

Another frequently encountered problem is related to coverage services, as

evidenced by comments such as (I) "Coveralls seems to have issues again", (II) "Coveralls

seems to be drunk", (III) "Code coverage with Coveralls won’t work correctly anymore", and

(IV) "The coverage results are not uploaded at all now". Surprisingly, issues with traditional

coverage tools like coverage.py and Istanbul were less common. Our analysis suggests

that both CI services and code coverage tools have significant room for improvement.

This finding is consistent with the results reported by Zampetti et al. (Zampetti

et al., 2019), who also found that CI pipeline misconfiguration was a common topic in

Pull Request discussions.

In the Coverage Inquiry theme, which accounts for 1.48% of all mentions, we

did not identify any predominant topic. We found debates about coverage services and

tools similar to the previous theme. However, we noticed some discussions about how to
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interpret the coverage reports generated by the tools. For example, developers questioned

the reason for coverage reports dropping even though it had increased ("Not sure why

coveralls is complaining of coverage dropped, as it actually increases...? !"). Another

issue was that Istanbul sometimes showed code as not covered by tests ("Besides that,

for some reason Istanbul shows as if my code is not covered by the tests I wrote. Any

ideas?"), leading to confusion. These comments often stemmed from misunderstandings

about coverage concept and how local changes made in a pull request can affect the

overall coverage.

The literature shows no correlation between patch coverage and overall coverage

(Hilton, Bell, and Marinov, 2018). In other words, having high patch coverage does not

necessarily increase non-patch coverage.

Moving on to the Coverage Constraint theme, it denotes constraints in the

coverage environment that limits the developers’ activities regarding coverage. The most

common constraints were related to compatibility issues or other limitations in the

development, as shown in the following quotes: "Add ansible-test constraint to avoid

coverage 5.0+" and "Update constraints for coverage on Python 3.8". It is worth noting

that 0.24% of all mentions are attributed to this theme.

We found some quotes emphasizes the challenges of testing GUIs, particularly

in terms of ensuring good test coverage due to the complexity of managing multiple GUI

frameworks in the test process. For instance: "We do not have good test coverage on the

UI interaction (which is why the bug slipped in!) because GUI testing is just hard to begin

with and due to difficulty in managing multiple GUI frameworks in the test process..

Testing GUI (Graphical User Interface) can be challenging due to the complex

interaction between the user and the system. Unlike testing individual functions or

methods, GUI testing involves testing how users interact with the system through various

inputs, events, and navigation. This complexity requires consideration of various factors,
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such as data validation, screen layout, and error handling. GUI testing is time-consuming

and requires specialized tools and techniques to ensure complete coverage of all possible

user scenarios and system states. Testers must ensure that the GUI is tested under

different conditions, such as different screen resolutions and input devices. Additionally,

GUI testing is more susceptible to changes in the user interface design, making it necessary

to update and maintain test cases as the system evolves.

One noteworthy quote that stands out is: "Coverage could show more than just

a line number. This. I like all the new fancy null coalescing functionality that PHP now

has, but I very much dislike how it hides coverage PCOV can’t generate path coverage,

but even if it could, I don’t think that Codecov supports it". This quote not only highlights

a limitation of Codecov on supporting PHP’s coalescing functionality, but also raises

a broader issue with how we perceive and interpret code coverage. It underscores the

importance of not relying solely on code coverage ratios as a measure of testing quality

and instead considering other factors that could impact the reliability of our tests, such

as non-deterministic behavior and changes to covered statements.

Findings 5.3.2

Developers commonly report challenges related to integrating coverage tools with

Continuous Integration (CI), with compatibility issues between local and CI server

environments being a critical factor in coverage within CI environments. Our

findings related to Study 1 / RQ3 (see Section 3.3.3) support it, as we identified

integration problems as a main reason for decreased coverage and observed several

mentions of compatibility issues.
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5.3.5 Coverage Discussion

We have consolidated the Reflections on Coverage and Encourage Coverage

themes into an axial theme called Coverage Discussion because both themes represent

debates around the ideal coverage level. By examining the conversations and debates

surrounding code coverage, we can gain insights into how developers use the coverage

information and implement code coverage practices.

In our dataset, we identified 517 (1.97%) citations related to this theme, with

377 (5.43%) citations relating to Reflections on Coverage and 140 (2.01%) to Encourage

Coverage.

The Reflections on Coverage themes group comments or feedback from developers

on the current state or effectiveness of code coverage. These reflections may include

observations, insights, or critiques on the current coverage, suggestions for improving

it, or discussions about how to interpret or use coverage metrics. For example, the

comment "I guess that a lesson learned from all this is that test coverage is high but not

totally effective." indicates that code coverage alone is not always a reliable effectiveness

indicator.

Research studies typically prioritize evaluating the effectiveness of fault prediction

criteria and identifying approaches that can detect the most faults. However, from a

developer’s perspective, the more common question is whether it is worthwhile to allocate

additional effort to improve a specific test suite (Gopinath, Jensen, and Groce, 2014).

We also found comments indicating that code coverage provides developers with

a sense of confidence, such as in the comments "I guess the best way to be convinced that

it’s correct would be to have enough test coverage, especially since it’s easy to verify if

an indefinite integral is correct." and "And will be worth the effort spent in coverage -

especially since our notification system has been a bit dodgey."

Most of the comments within the Reflections on Coverage theme are related to
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discussions about the level of code coverage achieved in the project. These discussions

may include observations or critiques about the current coverage level, suggestions for

how to improve coverage, or debates about the appropriate level of coverage to aim

for. For example, comments such as " Code coverage for this is solid. The only areas to

consider improving are ... ", "Coverage is great", and "I don’t believe we should strive for

100% test coverage. It’s really not about the percentage, but more about covering what

needs to be covered and maintaining that.".

We can deduce that developers engage in discussions regarding the desired level

of testing for each project and consider the allocation of resources necessary to achieve a

specific coverage level. Some projects may prioritize extensive and thorough testing, even

if it results in slower execution times. On the other hand, some developers express the view

that achieving 100% test coverage may not be necessary, emphasizing the importance of

covering what needs to be covered and maintaining that level. According to the literature

(Chen et al., 2020), a higher level of code coverage, which typically necessitates larger

test sets, is associated with an increased probability of detecting faults. Consequently,

developers may take this into consideration when determining the appropriate level of

testing and allocating resources for their projects.

Regarding the Encourage Coverage theme, the majority of comments are related

to encouraging developers to provide more coverage. However, we also found comments

indicating that developers consider patch coverage during the code review process. For

example, one comment stated, "Yes. There are a few significant lines that are not covered.

(I left comments above.) Since this is new code, the best time to get it covered is while

all the code is fresh in mind." This suggests that covering newly added code as soon

as possible is a good practice, which shows that coverage debt, a theme also found in

our analysis, should be avoided. When new code is added to a project but not covered

by tests, it creates a gap in the test coverage that represents coverage debt. This debt
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will need to be paid off eventually by writing tests to cover the code, but the longer it

remains uncovered, the higher the risk of undetected errors or bugs. Therefore, addressing

coverage debt as soon as possible by writing tests for newly added code can help to

reduce the risk of bugs and improve overall code quality.

During our analysis, we came across comments that pertained to incidental

code coverage. This term refers to the unintentional coverage of code that occurs when

tests designed for other purposes inadvertently cover additional code. It is important to

notice that incidental coverage is considered a false positive, as it can create a deceptive

perception of adequate testing quality. An example of this situation is when our test suite

executes all of our code, but there are certain routines or segments that lack dedicated

tests. This undermines the accuracy of the coverage metric since it may give a false

impression of comprehensive testing. We came across a comment illustrating the challenge

of managing incidental coverage in practice: "I would also like to remove the dependency

on these tests. However, they currently provide incidental code coverage for parts of

Ansible that are not covered by other tests. Once the ansible-base migration has been

completed, we can start working on replacing these (and other tests), providing intentional

coverage.".

The mentioned comment implies that incidental coverage can be advantageous in

certain scenarios. For instance, incidental coverage can be helpful if the goal is to achieve

100% coverage. However, relying solely on incidental coverage falls short of harnessing the

full potential of the test suite. It is important to recognize that changes or improvements

made to the application can occur without the reassurance of a comprehensive regression

suite. Therefore, while incidental coverage may offer some benefits, it should not be

considered as the primary method of testing code, as it may leave gaps in test coverage

and pose risks in maintaining code quality.
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Findings 5.3.3

• Considering the discussions about coverage, the most common comments

are related to coverage levels, which reinforce our impression about coverage

monitoring as mentioned in the previous section. In addition, these concerns

were also expressed by developers during the survey (Section 4.3.3).

• In addressing Study 1 - RQ3 (section 3.3.3), we did not identify any discernible

coverage prioritization for newly added code over preexisting uncovered code.

Although some participants mentioned the importance of covering new lines,

the frequency of such comments (approximately 0.14%) was not significant

enough to suggest a systematic movement towards prioritizing new code

coverage. Our findings suggest that the coverage of new code is not a dominant

concern in the surveyed projects.

5.3.6 Coverage Tools

The axial theme Coverage Tools refers to conversations or debates among de-

velopers about the different tools available for measuring and supporting code coverage

in software development. These discussions may include topics such as the benefits and

limitations of different coverage tools, how to configure and integrate coverage tools into

the development process, and best practices for using coverage tools effectively.

In our dataset, we identified 268 (1.02%) citations related to this theme, with

253 (3.64%) citations relating to Coverage Configuration and 15(0.22%) to Coverage

Support.

The theme of Coverage Configuration, which deals with configuring code coverage,

was the most frequently discussed, comprising 94.40% of the comments in regarding

Coverage Tools axial theme. Many of these comments focused on issues related to the
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Coverall and Codecov tools, which are the most commonly used coverage servers in the

market. Despite their popularity, developers still encounter challenges in configuring

these tools effectively. The quotes "removing coveralls support for Ruby 1.9.2 in hopes of

fixing #1921" and "Disable coveralls on travis with jruby" describe two actions taken to

address issues related to Coveralls. In the first case, support for Ruby 1.9.2 was removed

in the hopes of resolving a specific problem. In the second case, Coveralls was disabled

on Travis, a CI platform, when running with JRuby.

The remaining of comments in the Coverage Configuration theme were related

to coverage tools specific to each project and programming language, such as Istanbul

and Coverage.py. For example, in the quote "Backport PR #22326: CI: ban coverage 6.3

that may be causing random hangs in fork test", the proposed change involves banning

the use of version 6.3 of the Coverage.py tool in the CI environment due to its tendency

to cause "random hangs" during "fork tests".

The existing literature has already recognized the trade-off between flexibility

and simplicity that developers encounter (Hilton, Nelson, et al., 2017). This trade-off

requires developers to strike a balance between harnessing the flexibility and power

offered by highly configurable coverage and embracing the ease of use associated with

simplicity. In general, systems that are overly configurable tend to have a negative impact

on usability (Xu et al., 2015).

We identified 15 (0.22% of all mentions) comments related to the Coverage

Support theme, as described in Section 5.3.1, which pertains to the underlying tools and

infrastructure that support the coverage environment. Some examples of these comments

include: "It turns out that the tool can be used to convert multiple JSON files at once, so

it is not necessary to try and merge all coverage files!" and "Try using phpdbg to speed up

coverage build.". These comments suggest that developers are actively seeking ways to

improve the efficiency their coverage tools and processes.
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Findings 5.3.4

• Our investigation revealed that configuring the coverage environment poses

a challenge for both the use of coverage services and traditional coverage

methods. These findings align with those presented for Study 2 - RQ4 (Section

4.3.2), where developers reported that monitoring coverage in the CI pipeline

may not be worth the effort.

• Developers seek coverage tools that balance high flexibility and ease of setup

and maintenance. However, there is a trade-off between these two objectives,

as increasing configurability introduces complexity while simplification aims

to reduce complexity.

5.3.7 Coverage Strategy

The axial theme of Coverage Strategy encompasses all discussions related to

the approach, plan, or guidelines that a development team employs to attain a desired

level of code coverage. It is composed of two sub-themes: Coverage Scope and Coverage

Computing.

In the Coverage Strategy theme, we identified discussions primarily focused on

determining the appropriate coverage metric, as exemplified by the following comment:

"We should definitely test method coverage somewhere. That would be a good place to test

if cdef class methods are properly covered, and, thus, we’d test cdef classes in combination

with coverage."; deciding on the best approach to achieve coverage, as illustrated by: "Split

each C# module into its own test target, making it easier to determine what is covered

and to separate them from the repository in the future.". The developers also suggest

how to effectively address coverage, as evident in the following quote: "There should be 3

separate status indicators: (1) Overall library coverage, (2) Percent of coverage for the
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changes, (3) Number of lines covered in the tests" which indicate that the developers are

actively seeking ways to improve their coverage monitoring practices. This theme stands

out as it represents 0.73% of all mentions.

We discovered 8 (0.12%) occurrences related to the Coverage Scope debates. For

instance, comments such as "We should only measure coverage for one Python version.

The slow tests probably shouldn’t be counting toward coverage anyway", "Maybe we should

only do coverage testing for the non-slow tests on one Python version", and "Code-coverage

scope is limited to codes under whitelist config" provide insight into the type of code that

is intentionally excluded from coverage reports. Moreover, we identified some comments

highlighting flawed coverage reports, such as "One disturbing thing I notice is that core

tests cover a small percentage of the code; the actual coverage is much higher when

_other_ non-core code uses the core. It seems like the tests for a given module should

address coverage or else when non-core (for example) tests are changed you could be

changing the coverage of the codebase." These comments expose potential issues with

coverage analysis that could be harmful to the project.

The Coverage Computing theme accounted for 12 (0.17%) of the total citations

and encompasses discussions related to the computation and interpretation of code

coverage metrics. This theme also involves the Coverage Threshold theme, which pertains

to establishing a minimum acceptable level of code coverage.

The discussions related to the Coverage Computing theme highlights the chal-

lenges that developers face when trying to compute the coverage metric. An example of

a discussion related to the Coverage Computing theme is: "Despite adjusting limits and

boundaries, these tests sometimes fail. Continuously increasing the coverage threshold

undermines the purpose of these tests, and instead, we can skip them when generating

coverage." The comment suggests that despite adjusting the limits and boundaries, the

tests sometimes fail. The person who made the comment also suggests that continuously
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increasing the coverage threshold undermines the purpose of these tests, which is to

ensure adequate test coverage. Instead, the comment suggests that developers should

skip the tests that fail to achieve the desired coverage level when generating coverage

metrics. This comment reflects a common concern among developers about the trade-offs

between test coverage and the costs of maintaining and updating test suites.

We also identified 3 (0.04%) citations that fell under the Coverage Threshold

Discussions theme. These comments focused on debates surrounding the appropriate

level of coverage threshold. For instance, one comment suggested setting the threshold at

-0.01%, which would force developers to pay attention and merge coverage-decreasing

pull requests sparingly.

Findings 5.3.5

Within the Coverage Strategy theme, we observed that discussions primarily cen-

tered around determining the most appropriate coverage metric to use. This finding

aligns with our expectations since, in Study 2 - RQ4 for questions Q3.5 and Q3.6

(see Section 4.3.2), developers reported varying coverage metrics and expectations

regarding their usage. These differences in opinion can lead to debates among

developers as they consider which metric is most appropriate for a given project,

considering the project’s goals and constraints. As such, our results highlight the

importance of carefully considering which coverage metric to use and engaging in

collaborative discussions with other developers to ensure that the chosen metric

aligns with the project’s needs.

5.3.8 Coverage Maintenance

The Coverage Maintenance axial theme captures the actions taken by developers

to attain the desired level of code coverage, as seen in examples such as "Improved Code
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Coverage from 54.55% to 77.27% for ...", "Added a regression test to ensure we don’t

do this in the future.", and "Improved Coverage for Series module". We identified 1647

occurrences (22.68% of the total) related to this theme.

The Coverage Maintenance theme consists of the Coverage Debt theme, which

refers to comments about coverage debts, or gaps between the actual coverage level

and the expected or desired level of coverage. Out of the total occurrences within the

Coverage Maintenance axial theme, 58 (which represents 3.52%) were related to coverage

debts. We identified two main reasons for these coverage debts: (1) the difficulty of

writing tests, as evidenced by comments like "I haven’t found any test that currently

evaluates this function, so adding a test case wasn’t as easy as expected. Because of this,

I provided this fix without any test.", "Please let me know if you have any solution to

this so I can increase the test coverage.", and "The test coverage for finding the roots of

quartic polynomials and finding the grazing altitude location are around 70%-80% because

it’s difficult to come up with equations/rays for all cases."; and (2) the effort required

to maintain the tests, as demonstrated by comments such as "Covering tests for CLI

outputs is not that worthwhile and too hard to maintain. Otherwise, we’d have to add

tests for every error message we display too.", and "Writing a test for it might be more

trouble than it’s worth though [...]".
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Findings 5.3.6

The coverage maintenance theme represents the second most recurrent topic,

accounting for 22.87% of all comments. This result is in line with both our quanti-

tative study (see Chapter 3) and survey (see Chapter 4), as it reflects the actions

taken by developers to improve coverage. These studies predicted a significant

volume of such actions, given that we detected an increase in coverage. Therefore,

this finding corroborates the results of both studies. Additionally, we observed

a reduced number of discussions related to coverage debt. This was an expected

result, given that our findings from RQ1 (Section 3.3.1) indicate that CI projects

tend to stabilize at higher coverage levels.

5.4 Implications

This work has implications to different kinds of stakeholders. Here we discuss

some of them.

Relevance for Research

Our research opens avenues for future empirical studies that address projects that

have not adopted Continuous Integration (CI) practices. By examining the discussions

on code coverage in pull requests from both types of projects and comparing the results

with those of this study, we can identify potential differences in development practices

and priorities. Specifically, we can investigate whether there is a significant difference

in the emphasis placed on coverage between the two groups and gain insights into how

NOCI projects approach and use coverage. This analysis can shed light on which CI

practices effectively impact coverage and help explain why NOCI projects may struggle

to maintain high coverage levels.
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Relevance for Practitioners

We have identified several themes related to code coverage in the comments of

pull requests. By pinpointing common themes related to coverage, our research can assist

practitioners in understanding the intricacies involved in achieving and sustaining an

adequate code coverage level, and in devising strategies for enhancing their coverage

practices. Furthermore, our research can help practitioners discover tools and practices

that can be employed to boost their code coverage efforts.

In additional, tool developers can leverage our research findings to better un-

derstand the practical needs and challenges of developers related to code coverage. By

considering these insights, tool builders can improve their tools to provide more effective

solutions for monitoring, maintaining, and enhancing code coverage.

5.5 Threats to the Validity

5.5.1 Construct Validity Threats

The construct validity of a research design refers to its accuracy in measuring

what it claims to measure. Potential threats to construct validity are primarily related

to the data collection process. To mitigate this threat, we relied on a validated and

consolidated dataset from a previous study (Nery, Costa, and Kulesza, 2019).

5.5.2 Internal Validity Threats

Internal threats are concerned with the ability to draw conclusions from the

relationship between the dependent variable (code coverage) and independent variables.

In terms of our qualitative analyses, it is important to acknowledge that there

is always the potential for bias resulting from the authors’ subjective experiences. It is

possible that different experiences could lead to different themes emerging from the data.
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However, we employed rigorous qualitative methods to mitigate these potential threats,

such as recruiting multiple coders and calculating inter-rater agreement measures. To

establish a common vocabulary and standardize the understanding of the themes, we

conducted both deductive and inductive phases on a sample with a 95% confidence level

and a 5% interval. Once the themes were confirmed by two independent coders, the main

coder applied them to the entire dataset.

Moreover, it is important to recognize that inductive analysis is an ongoing

process and the emergent themes may not be exhaustive. Therefore, the themes identified

in our study should be taken as a foundational framework that can be further refined

and improved by future researchers.

In conclusion, while our approach may not be flawless due to our lack of technical

or domain knowledge comparable to that of a developer from our chosen projects, we are

still able to assess the topics debated when analyzing pull request comments.

5.5.3 External Validity Threats

External threats represent the extent to which we can generalize our results to

other environments (e.g., other software projects).

The open-source projects analyzed in this study are hosted on the GitHub

platform and use Travis-CI as their continuous integration (CI) service. It is important to

note that our findings are limited to the context of these specific projects. Further research

is required to replicate our study and explore whether the results can be generalized to

other projects with varying characteristics.

5.6 Conclusions

Our research focuses on investigating the relationship between code coverage

and continuous integration (CI) by analyzing qualitative data. To achieve this goal,

120



we conducted a document analysis of 30 CI projects using a two-step approach: an

inductive analysis and a deductive analysis. We found several themes related to code

coverage in the comments of pull requests, representing the key issues and topics that

developers discuss regarding code coverage. These themes include Coverage Measurement,

Coverage Maintenance, Encourage Coverage, Reflecting on Coverage, Coverage Debt, Lack

of Coverage, Coverage Constraints, Coverage Configuration, Coverage Support, Coverage

Computation, Coverage Scope, Coverage Strategy, Coverage Inquiry, Coverage Challenge,

and Coverage Threshold. By analyzing these themes, we gained valuable insights into

how developers approach and think about code coverage and identified potential gaps

and issues related to code coverage in software development projects.
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6 Related Work

In this chapter, we review previous studies related to continuous integration

and code coverage, providing a comprehensive understanding of the current state of the

related work and identifying gaps that this thesis aims to address.

This chapter discusses previous work on CI and code coverage, highlighting the

strengths and limitations of different approaches. We begin by reviewing studies that

investigate the impact of CI on software development, including its effects on quality,

productivity, and team collaboration (Section 6.1). We then discuss research that focuses

specifically on code coverage (Section 6.2).

6.1 Previous CI Studies

Several authors have listed a set of practices and principles related to CI (Duvall,

Matyas, and Glover, 2007; Vasilescu, Schuylenburg, et al., 2014; Soares et al., 2022),

and existing research have used these practices/principles to evaluate the usage of CI in

software projects.

Felidré et al. (Felidré et al., 2019) observed, through the analysis of 1,270 open

source projects using TravisCI, that about 60% of the studied projects did not follow

adequate CI practices. They studied four bad practices: (1) performing infrequent commits

to the mainline repository; (2) building a project with poor test coverage; (3) allowing

the build to remain in a broken state for long periods; and (4) using CI with long build
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durations. They observed that 748 (60%) projects face infrequent commits, and the

average code coverage for 51 projects was 78%.

Elaszhary et al. (Elazhary et al., 2021) also discuss the benefits and challenges of

CI practices. The authors found that CI practices are broadly implemented but how they

are implemented varies depending on the project context and their perceived benefits.

Santos et al. (Santos, Alencar da Costa, and Kulesza, 2022) studied how CI

sub-practices may influence the productivity and quality of open-source projects. They

analyzed the build duration, build activity, build health, the length of time to fix a

broken build, and the commit activity sub-practices, in 90 open-source projects, over a

period of two years. The authors found a correlation between build activity and commit

activity with the number of merged pull requests. They also found a correlation between

build activity, build health, and time to fix broken builds with the number of bug-related

issues. The authors also report that projects with the best values for CI sub-practices

face fewer CI-related problems.

Bernardo et al. (Bernardo, Costa, and Kulesza, 2018) empirically investigated

the impact of adopting CI on the time-to-market of new features. The authors analyzed

162,653 PRs from 87 GitHub projects to explore the factors that affect the delivery

time of these PRs. They reported that only 51.3% of the projects merged pull requests

faster before adopting CI. The authors also observed that the number of PR submissions

increased considerably after CI adoption. They reported that CI might not necessarily

reduce the time to deliver features.

Vasilescu et al. (Vasilescu, Yu, et al., 2015) studied the quality and productivity

outcomes regarding CI on GitHub. The authors analyzed the code quality (e.g., the

number of bug reports raised in a project each month) and team productivity (e.g.,

efficiency on pull request integrations). Their findings reveal that CI improves productivity

without reducing code quality. Zhao et al. (Zhao et al., 2017) empirically investigated
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the impact of CI in development practices. They studied the CI transition of projects

using an RDD model, exploring variables such as commit frequency, code churn, pull

request closing, and issue closing. They concluded that PRs are more frequently closed

after adopting Travis CI.

Compared to previous studies, our research provides a comprehensive and in-

depth analysis of the relationship between Continuous Integration (CI) and code coverage,

both qualitatively and quantitatively. Unlike prior works, our primary focus is to examine

the coverage evolution in CI projects and determine whether CI have any impact. Thus,

our study complements existing research by providing a novel perspective on the empirical

body of knowledge related to CI.

Zampetti et al. (Zampetti et al., 2019) investigated the relationship between Pull

Request discussions and Continuous Integration build failures. Although the quantitative

analysis showed that the build status had limited impact on PR merging, the qualitative

analysis highlighted that PR discussions primarily focused on testing and static analysis

issues, with a significant number of discussions revolving around CI pipeline configuration

problems. The study emphasized the challenges in configuring and maintaining a CI

pipeline, which may lead to maintenance difficulties or unnecessary build failures despite

the advantages of automated continuous builds. Similar to previous studies, we utilized

pull request discussions as a primary data source for our qualitative analysis. However, our

approach differed from prior research which focused on how developers use CI outcomes

and build logs during code review. Instead, we examined discussions related to code

coverage within pull request discussions. Additionally, we conducted a quantitative study

to complement our previous work and provide an overview of how coverage evolves when

adopting CI practices.

Pinto et al. (Pinto et al., 2018) conducted a survey of 158 users of continuous

integration systems to investigate the benefits and problems associated with their use.
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The findings revealed that developers are uncertain about how to define a successful

build, often due to factors such as flaky tests or misconfigured CI jobs.

A survey conducted among 152 developers at a large financial organization by

Vassallo et al. (Vassallo et al., 2016b) investigated their adoption of Continuous Integration

and delivery pipeline in their development activities, focusing on managing technical

debt and test automation practices. The survey results provide insights into the adoption

of agile methods in practice and challenge common assumptions and findings from other

studies in some cases. In addition, the authors found that statement coverage was the

most frequently mentioned coverage metric. Specifically, 84% of the respondents reported

striving for a coverage level of at least 80% when considering statement coverage. Similar

to Vassallo et al. (Vassallo et al., 2016b), we conducted a survey with developers. However,

our study aimed to gather insights into how developers utilize coverage information during

pull requests, contrasting with their investigation of the impact of continuous integration

on code quality and testing practices. Moreover, we analyzed the growth of code coverage

to gain insights into whether it has been increasing or decreasing since before CI was

adopted. This allowed us to understand further the impact of CI on code coverage in the

studied projects.

To the best of our knowledge, our work is the first to focus exclusively on

investigating the evolution of code coverage by (i) comparing the trends in coverage

evolution in both NOCI and CI projects, (ii) applying multiple regression models to

analyze potential effects of an intervention (in our case, the adoption of CI), and (iii)

conducting a qualitative study to complement the quantitative analyses.

6.2 Previous Coverage Studies

Code coverage is a topic largely explored in existing literature (Hilton, Bell, and

Marinov, 2018; Ivanković et al., 2019; Nery, Costa, and Kulesza, 2019; Aghamohammadi,
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Mirian-Hosseinabadi, and Jalali, 2021; Kochhar et al., 2017). Many coverage criteria

have been proposed, such as statement, branch, and path coverage (Aghamohammadi,

Mirian-Hosseinabadi, and Jalali, 2021).

Grano et al. (Grano et al., 2019) presented a study about the possibility of using

source-code metrics to predict the coverage achieved by test data generation tools using

a Random Forest Regressor. The authors studied 79 factors belonging to four categories

that might correlate with branch coverage. Our work also aims to evaluate the code

coverage of CI projects, but instead of predicting a possible branch coverage for a specific

software version, we study the association between the adoption of CI and code coverage.

Zaidman et al. (Zaidman, Van Rompaey, Deursen, et al., 2011; Zaidman, Van

Rompaey, Demeyer, et al., 2008) studied whether production code and developer test

code co-evolve. They investigated the version system, code coverage reports, and code size

metrics of software projects. The authors examined class coverage, method coverage, and

statement coverage for two Java projects. The findings reveal that code coverage positively

correlates with the percentage of test code in the system. Our research complements their

work (Zaidman, Van Rompaey, Deursen, et al., 2011; Zaidman, Van Rompaey, Demeyer,

et al., 2008) by investigating the relationship between code coverage and CI adoption.

Hilton et al. (Hilton, Bell, and Marinov, 2018) performed a large-scale study

about code coverage evolution over 7,816 builds of 47 projects. The authors observed

that simply measuring the change to statement coverage does not capture the nuances

of code evolution. Thus, fine-grained analysis (i.e., changed statements in commits) is

needed to better capture coverage changes over time. Our work differs from their work

by investigating the relationship between CI and code coverage evolution for a period of

2 years. Differently from our work, Hilton et al. (Hilton, Bell, and Marinov, 2018) only

considered the last 250 commits of the projects, which may not capture the evolution of

code coverage over time.
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Hora (Hora, 2023) investigated code that is excluded from coverage reports. The

author analyzed popular Python projects to investigate commit messages and coverage

documentation. The author also computed test coverage by running test suites. The

main findings reveal that (1) over 1/3 of the projects perform coverage exclusion; (2)

75% of the code is already created using the exclusion feature; (3) developers exclude

non-runnable, debug-only, defensive code, platform-specific and conditional importing;

(4) most code is excluded because it is already untested, low-level, or complex; and (5)

code exclusion may impact test coverage. Unlike our work, the author’s focus was on

analyzing practices related to the exclusion of code coverage.

The closest work to ours is the study by Nery et al. (Nery, Costa, and Kulesza,

2019). The authors studied the relationship between CI and test ratio, and coverage. They

compared 82 projects that eventually adopted CI (CI projects) and 82 projects never

adopted CI (NOCI projects). The authors observed that the adoption of CI is associated

with a consistent increase of test ratio. They also reported that test ratio is largely

explained by the project inherent context rather than by the source code or development

process. However, regarding code coverage, their study analyzed a small number of

projects and versions (10 CI projects and 10 NOCI projects), which, unfortunately, yields

little empirical evidence to support their results. Also, the work by Nery at al. (Nery,

Costa, and Kulesza, 2019) did not employ the RDD analysis, which is more appropriate

for checking the potential effects of an intervention (in our case, the adoption of CI).

Lastly, our work investigated the type of changes that impact the code coverage in

different directions (e.g., addition of new and uncovered lines vs. deletion of existing and

uncovered lines) instead of considering code coverage as a single-dimensional measure.

Finally, our work distinguishes itself from theirs by incorporating a qualitative study.

Including qualitative research methods provides a unique perspective and adds depth

to our findings. By delving into pull request discussions about coverage, we uncovered
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valuable insights about how code coverage is used and its main issues.

While previous studies have primarily focused on understanding how code

coverage impacts code quality, our present study investigates the impact of adopting

continuous integration on code coverage using a mixed-method approach of qualitative

and quantitative analyses. Our quantitative approach aims to identify patterns and trends

in the coverage evolution; while the qualitative study captured the experiences, opinions,

and attitudes of developers regarding coverage.
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7 Conclusions

The potential advantages of implementing Continuous Integration (CI) have

drawn the attention of researchers, who have studied its benefits in various aspects

of software development. Despite the significant progress made, there are still several

assumptions in the community that have not been empirically investigated. In this thesis,

we conducted empirical studies to explore the impact of adopting CI on code coverage. In

the following sections, we highlight the contributions of this thesis and suggest promising

directions for future research.

7.1 Contributions and Findings
Thesis Statement

While the association between CI and higher code coverage seems intuitive, given

the emphasis on automated testing, the long-term relationship between CI and

code coverage remains unexplored empirically.

The overarching goal of this thesis investigates the relationship between Con-

tinuous Integration (CI) and code coverage, exploring the extent to which developers’

perceptions of the benefits of CI align with empirical evidence. Through an empirical

study, this research seeks to provide insights into the impact of adopting CI on code

coverage and to identify factors that influence this relationship. The findings of this
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study can inform practitioners in adopting effective tools and practices for improving

code coverage in software development projects.

To conduct our research, we analyzed data from 60 GitHub projects, surveyed

team members involved in these projects, and conducted a document analysis of pull

request discussions. Our research seeks to address the following questions:

Study 1 – The Impact of the Adoption of Continuous

Integration on Code Coverage

• RQ1 - What are the evolution trends of code coverage within CI and

NOCI Projects? Our results show that the adoption of CI is associated with

positive code coverage trends. We found that 50% of CI projects reveal rising trends

in code coverage. In contrast, only 10% of NOCI projects reveal rising code coverage

trends.

• RQ2 - Is there a significant correlation between CI and code coverage

values? Our analysis demonstrates a statistically significant increase in code

coverage following the adoption of CI. We observed a D value of 0.12710, indicating

a significant enhancement in coverage as a result of CI implementation.

• RQ3 - What types of code changes affect the code coverage of CI and

NOCI projects? Our results show that projects that eventually adopt CI have a

significantly higher number of code changes that increase coverage.

Study 2 – Uncovering the Relationship Between Continuous

Integration and Code Coverage: An Exploratory Investigation

• RQ4 - How the code coverage information is used in the CI projects?

According to our study, developers make use of code coverage information during
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both the code authoring stage and code reviews, finding it valuable for identifying

trivial bugs, detecting uncovered code paths, and enhancing software quality by po-

tentially preventing bugs and controlling side effects when refactoring or modifying

code behavior.

• RQ 5 - Does the adoption of Continuous Integration increase the code

coverage? After investigating the increase in code coverage following the adoption

of CI, we sought to rule out the possibility that other testing practices could be

responsible for the observed effects. To this end, we asked participants whether

they had adopted any new testing practices in addition to CI, and found that all

of the reported practices (e.g. automated tests and build, all tests and inspections

must pass, and code review.) were indeed part of CI. This finding reinforces the link

between CI and code coverage. Furthermore, participants identified fluctuations in

coverage as being linked to the correct use of CI practices.

Study 3 – Investigating Discussions on Code Coverage in

CI-Enabled Projects: An Exploratory Document Analysis

After thoroughly analyzing the comments in pull requests, we identified several

key themes that encompass the primary discussions and issues related to code coverage.

By exploring the extracted themes, we gained valuable insights into how developers

approach and address code coverage and the potential obstacles and deficiencies in

software development projects related to code coverage.

We observe that our some of our quantitative findings are corroborated by our

qualitative findings after performing our studies. According to our statistical models that

are used in Chapter 3, reveal a positive association between CI and a higher code coverage

rate. Our survey of participants in Section 4.3.3 also supports this conclusion, despite

some differing opinions. Although there was some controversy among our participants, it
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is worth noting that the majority reported conducting coverage monitoring (see Section

4.3.2). This perception was further supported by our qualitative document analysis

(see Chapter 5). This was evident from the presence of automatic coverage reports

and active discussions between maintainers and contributors regarding coverage levels.

In addition, our qualitative analysis provides us with a deeper understanding of our

quantitative findings. For instance, we discovered that although the adoption of CI

is generally associated with an increase in code coverage, some projects experienced

significant declines in coverage across multiple versions during the after-CI period (see

Section 3.3.2). Our qualitative findings shed light on the reasons behind this coverage

fluctuation, revealing that some developers attributed it to a lack of adequate testing

culture within the team (see Section 3.3.3).

Our study provides empirical evidence that the use of continuous integration

can lead to an increase in code coverage over the long term.

7.2 Future Work

The studies that are performed in this thesis pave a way for several future work

possibilities. We outline some venues for future work below.

• Replication. Replication studies are essential to further validate the findings of

this thesis and generalize them to other contexts. Future work could replicate

the studies performed in this thesis using other datasets, enabling us to test the

robustness of our results. Additionally, future studies could focus on identifying the

most critical CI practices that impact code coverage evolution, which can guide

software development teams in improving their testing strategies.

• Tooling. Future work could focus on the development of tools to improve the

practice of CI and code coverage.Our study identified several challenges related to
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coverage tools and services that could be addressed by tool builders, such as better

tool integration between CI and coverage, better reports/visualization support,

debugging assistance, and better notification. Additionally, developing better tools

that automate the tracking and reporting of coverage metrics or provide real-time

feedback on coverage during code changes could improve developers’ adherence

to coverage standards and facilitate the identification of code areas in need of

additional testing.

• Qualitative Study. While our quantitative analysis sheds light on the relationship

between adopting continuous integration and increasing code coverage, a more

comprehensive understanding of the underlying reasons for this relationship could

be gained through a new qualitative study. Such a study could involve comparing

the experiences of non-CI projects with those of the projects in our study to identify

potential differences in practices and factors that contribute to changes in code

coverage levels. This could provide valuable insights into how CI practices can

be further improved and optimized to promote sustained improvements in code

coverage.

7.3 Publications

In this section, we provide a comprehensive list of all the publications that have

resulted during my PhD journey, including also some publications that were not directly

related to this PhD thesis.

1. J. D. S. Silva, D. A. Da Costa, U. Kulesza, G. Sizílio, J. G. Neto, R. Coelho, M.

Nagappan. "Unveiling the Relationship Between Continuous Integration

and Code Coverage". In: Proceedings of the 20th International Conference on

Mining Software Repositories (MSR). ICSME ’23. Melbourne, Australia: IEEE,
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2023 (page 28).

2. J. D. S. Silva, J. G. Neto, U. Kulesza, G. Freitas, R. Rebouças, R. Coelho, 2021.

Technical Debt Tools: A Systematic Mapping Study. ICEIS (2), pp.88-98.

3. J. D. S. Silva, J. G. Neto, U. Kulesza, G. Freitas, R. Rebouças, R. Coelho. Ex-

ploring Technical Debt Tools: A Systematic Mapping Study. In Enterprise

Information Systems: 23rd International Conference, ICEIS 2021, Virtual Event,

April 26–28, 2021, Revised Selected Papers (pp. 280-303). Cham: Springer Interna-

tional Publishing.
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